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Combinatorial optimization is one of the youngest and most active areas of discrete mathematics, and is probably its driving force today. It became a subject in its own right about 50 years ago.

This book describes the most important ideas, theoretical results, and algorithms in combinatorial optimization. We have conceived it as an advanced graduate text which can also be used as an up-to-date reference work for current research. The book includes the essential fundamentals of graph theory, linear and integer programming, and complexity theory. It covers classical topics in combinatorial optimization as well as very recent ones. The emphasis is on theoretical results and algorithms with provably good performance. Applications and heuristics are mentioned only occasionally.

Combinatorial optimization has its roots in combinatorics, operations research, and theoretical computer science. A main motivation is that thousands of real-life problems can be formulated as abstract combinatorial optimization problems. We focus on the detailed study of classical problems which occur in many different contexts, together with the underlying theory.

Most combinatorial optimization problems can be formulated naturally in terms of graphs and as (integer) linear programs. Therefore this book starts, after an introduction, by reviewing basic graph theory and proving those results in linear and integer programming which are most relevant for combinatorial optimization.

Next, the classical topics in combinatorial optimization are studied: minimum spanning trees, shortest paths, network flows, matchings and matroids. Most of the problems discussed in Chapters 6–14 have polynomial-time (“efficient”) algorithms, while most of the problems studied in Chapters 15–21 are NP-hard, i.e. a polynomial-time algorithm is unlikely to exist. In many cases one can at least find approximation algorithms that have a certain performance guarantee. We also mention some other strategies for coping with such “hard” problems.

This book goes beyond the scope of a normal textbook on combinatorial optimization in various aspects. For example we cover the equivalence of optimization and separation (for full-dimensional polytopes), $O(n^3)$-implementations of matching algorithms based on ear-decompositions, Turing machines, the Perfect Graph Theorem, MAXSNP-hardness, the Karmarkar-Karp algorithm for bin packing, recent approximation algorithms for multicommodity flows, survivable network de-
sign and the Euclidean traveling salesman problem. All results are accompanied by detailed proofs.

Of course, no book on combinatorial optimization can be absolutely comprehensive. Examples of topics which we mention only briefly or do not cover at all are tree-decompositions, separators, submodular flows, path-matchings, delta-matroids, the matroid parity problem, location and scheduling problems, non-linear problems, semidefinite programming, average-case analysis of algorithms, advanced data structures, parallel and randomized algorithms, and the theory of probabilistically checkable proofs (we cite the PCP Theorem without proof).

At the end of each chapter there are a number of exercises containing additional results and applications of the material in that chapter. Some exercises which might be more difficult are marked with an asterisk. Each chapter ends with a list of references, including texts recommended for further reading.
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1. Introduction

Let us start with two examples.

A company has a machine which drills holes into printed circuit boards. Since it produces many of these boards it wants the machine to complete one board as fast as possible. We cannot optimize the drilling time but we can try to minimize the time the machine needs to move from one point to another. Usually drilling machines can move in two directions: the table moves horizontally while the drilling arm moves vertically. Since both movements can be done simultaneously, the time needed to adjust the machine from one position to another is proportional to the maximum of the horizontal and the vertical distance. This is often called the $L_\infty$-distance. (Older machines can only move either horizontally or vertically at a time; in this case the adjusting time is proportional to the $L_1$-distance, the sum of the horizontal and the vertical distance.)

An optimum drilling path is given by an ordering of the hole positions $p_1, \ldots, p_n$ such that $\sum_{i=1}^{n-1} d(p_i, p_{i+1})$ is minimum, where $d$ is the $L_\infty$-distance: for two points $p = (x, y)$ and $p' = (x', y')$ in the plane we write $d(p, p') := \max\{|x-x'|, |y-y'|\}$. An order of the holes can be represented by a permutation, i.e. a bijection $\pi : \{1, \ldots, n\} \to \{1, \ldots, n\}$.

Which permutation is best of course depends on the hole positions; for each list of hole positions we have a different problem instance. We say that one instance of our problem is a list of points in the plane, i.e. the coordinates of the holes to be drilled. Then the problem can be stated formally as follows:

**Drilling Problem**

| Instance: | A set of points $p_1, \ldots, p_n \in \mathbb{R}^2$. |
| Task:     | Find a permutation $\pi : \{1, \ldots, n\} \to \{1, \ldots, n\}$ such that $\sum_{i=1}^{n-1} d(p_{\pi(i)}, p_{\pi(i+1)})$ is minimum. |

We now explain our second example. We have a set of jobs to be done, each having a specified processing time. Each job can be done by a subset of the employees, and we assume that all employees who can do a job are equally efficient. Several employees can contribute to the same job at the same time, and one employee can contribute to several jobs (but not at the same time). The objective is to get all jobs done as early as possible.
In this model it suffices to prescribe for each employee how long he or she should work on which job. The order in which the employees carry out their jobs is not important, since the time when all jobs are done obviously depends only on the maximum total working time we have assigned to one employee. Hence we have to solve the following problem:

**Job Assignment Problem**

**Instance:** A set of numbers $t_1, \ldots, t_n \in \mathbb{R}_+$ (the processing times for $n$ jobs), a number $m \in \mathbb{N}$ of employees, and a nonempty subset $S_i \subseteq \{1, \ldots, m\}$ of employees for each job $i \in \{1, \ldots, n\}$.

**Task:** Find numbers $x_{ij} \in \mathbb{R}_+$ for all $i = 1, \ldots, n$ and $j \in S_i$ such that $\sum_{j \in S_i} x_{ij} = t_i$ for $i = 1, \ldots, n$ and $\max_{j \in \{1, \ldots, m\}} \sum_{i: j \in S_i} x_{ij}$ is minimum.

These are two typical problems arising in combinatorial optimization. How to model a practical problem as an abstract combinatorial optimization problem is not described in this book; indeed there is no general recipe for this task. Besides giving a precise formulation of the input and the desired output it is often important to ignore irrelevant components (e.g. the drilling time which cannot be optimized or the order in which the employees carry out their jobs).

Of course we are not interested in a solution to a particular drilling problem or job assignment problem in some company, but rather we are looking for a way how to solve all problems of these types. We first consider the Drilling Problem.

### 1.1 Enumeration

How can a solution to the Drilling Problem look like? There are infinitely many instances (finite sets of points in the plane), so we cannot list an optimum permutation for each instance. Instead, what we look for is an algorithm which, given an instance, computes an optimum solution. Such an algorithm exists: Given a set of $n$ points, just try all possible $n!$ orders, and for each compute the $L_{\infty}$-length of the corresponding path.

There are different ways of formulating an algorithm, differing mostly in the level of detail and the formal language they use. We certainly would not accept the following as an algorithm: “Given a set of $n$ points, find an optimum path and output it.” It is not specified at all how to find the optimum solution. The above suggestion to enumerate all possible $n!$ orders is more useful, but still it is not clear how to enumerate all the orders. Here is one possible way:

We enumerate all $n$-tuples of numbers $1, \ldots, n$, i.e. all $n^n$ vectors of $(1, \ldots, n)^n$. This can be done similarly to counting: we start with $(1, \ldots, 1, 1)$, $(1, \ldots, 1, 2)$ up to $(1, \ldots, 1, n)$ then switch to $(1, \ldots, 1, 2, 1)$, and so on. At each step we increment the last entry unless it is already $n$, in which case we go back to the last entry that is smaller than $n$, increment it and set all subsequent entries to 1.
This technique is sometimes called backtracking. The order in which the vectors of \( \{1, \ldots, n\}^n \) are enumerated is called the lexicographical order:

**Definition 1.1.** Let \( x, y \in \mathbb{R}^n \) be two vectors. We say that a vector \( x \) is lexicographically smaller than \( y \) if there exists an index \( j \in \{1, \ldots, n\} \) such that \( x_i = y_i \) for \( i = 1, \ldots, j - 1 \) and \( x_j < y_j \).

Knowing how to enumerate all vectors of \( \{1, \ldots, n\}^n \) we can simply check for each vector whether its entries are pairwise distinct and, if so, whether the path represented by this vector is shorter than the best path encountered so far.

Since this algorithm enumerates \( n^n \) vectors it will take at least \( n^n \) steps (in fact, even more). This is not best possible. There are only \( n! \) permutations of \( \{1, \ldots, n\} \), and \( n! \) is significantly smaller than \( n^n \). (By Stirling’s formula \( n! \approx \sqrt{2\pi n n^e} \) (Stirling [1730]); see Exercise 1.) We shall show how to enumerate all paths in approximately \( n^2 \cdot n! \) steps. Consider the following algorithm which enumerates all permutations in lexicographical order:

**Path Enumeration Algorithm**

**Input:** A natural number \( n \geq 3 \). A set \( \{p_1, \ldots, p_n\} \) of points in the plane.

**Output:** A permutation \( \pi^* : \{1, \ldots, n\} \rightarrow \{1, \ldots, n\} \) with \( \text{cost}(\pi^*) := \sum_{i=1}^{n-1} d(p_{\pi^*(i)}, p_{\pi^*(i+1)}) \) minimum.

1. Set \( \pi(i) := i \) and \( \pi^*(i) := i \) for \( i = 1, \ldots, n \). Set \( i := n - 1 \).
2. Let \( k := \min(\{\pi(i) + 1, \ldots, n + 1\} \setminus \{\pi(1), \ldots, \pi(i-1)\}) \).
3. If \( k \leq n \) then:
   - Set \( \pi(i) := k \).
   - If \( i = n \) and \( \text{cost}(\pi) < \text{cost}(\pi^*) \) then set \( \pi^* := \pi \).
   - If \( i < n \) then set \( \pi(i+1) := 0 \) and \( i := i + 1 \).
4. If \( k = n + 1 \) then set \( i := i - 1 \).
5. If \( i \geq 1 \) then go to (2).

Starting with \( (\pi(i))_{i=1, \ldots, n} = (1, 2, 3, \ldots, n-1, n) \) and \( i = n - 1 \), the algorithm finds at each step the next possible value of \( \pi(i) \) (not using \( \pi(1), \ldots, \pi(i-1) \)). If there is no more possibility for \( \pi(i) \) (i.e. \( k = n + 1 \)), then the algorithm decrements \( i \) (backtracking). Otherwise it sets \( \pi(i) \) to the new value. If \( i = n \), the new permutation is evaluated, otherwise the algorithm will try all possible values for \( \pi(i+1), \ldots, \pi(n) \) and starts by setting \( \pi(i+1) := 0 \) and incrementing \( i \).

So all permutation vectors \( (\pi(1), \ldots, \pi(n)) \) are generated in lexicographical order. For example, the first iterations in the case \( n = 6 \) are shown below:
1. Introduction

\[ \pi := (1, 2, 3, 4, 5, 6), \quad i := 5 \]
\[ k := 6, \quad \pi := (1, 2, 3, 4, 6, 0), \quad i := 6 \]
\[ k := 5, \quad \pi := (1, 2, 3, 4, 6, 5), \quad \text{cost}(\pi) < \text{cost}(\pi^\ast) ? \]
\[ k := 7, \quad i := 5 \]
\[ k := 7, \quad i := 4 \]
\[ k := 5, \quad \pi := (1, 2, 3, 5, 0, 5), \quad i := 5 \]
\[ k := 4, \quad \pi := (1, 2, 3, 5, 4, 0), \quad i := 6 \]
\[ k := 6, \quad \pi := (1, 2, 3, 5, 4, 6), \quad \text{cost}(\pi) < \text{cost}(\pi^\ast) ? \]

Since the algorithm compares the cost of each path to \( \pi^\ast \), the best path encountered so far, it indeed outputs the optimum path. But how many steps will this algorithm perform? Of course, the answer depends on what we call a single step. Since we do not want the number of steps to depend on the actual implementation we ignore constant factors. In any reasonable computer, 1 will take at least \( 2n + 1 \) steps (this many variable assignments are done) and at most \( cn \) steps for some constant \( c \). The following common notation is useful for ignoring constant factors:

**Definition 1.2.** Let \( f, g : D \to \mathbb{R}_+ \) be two functions. We say that \( f \) is \( O(g) \) (and sometimes write \( f = O(g) \)) if there exist constants \( \alpha, \beta > 0 \) such that \( f(x) \leq \alpha g(x) + \beta \) for all \( x \in D \). If \( f = O(g) \) and \( g = O(f) \) we also say that \( f = \Theta(g) \) (and of course \( g = \Theta(f) \)). In this case, \( f \) and \( g \) have the same rate of growth.

Note that the use of the equation sign in the \( O \)-notation is not symmetric. To illustrate this definition, let \( D = \mathbb{N} \), and let \( f(n) \) be the number of elementary steps in 1 and \( g(n) = n (n \in \mathbb{N}) \). Clearly we have \( f = O(g) \) (in fact \( f = \Theta(g) \)) in this case; we say that 1 takes \( O(n) \) time (or linear time). A single execution of 3 takes a constant number of steps (we speak of \( O(1) \) time or constant time) except in the case \( k \leq n \) and \( i = n \); in this case the cost of two paths have to be compared, which takes \( O(n) \) time.

What about 2? A naive implementation, checking for each \( j \in \{\pi(i) + 1, \ldots, n\} \) and each \( h \in \{1, \ldots, i - 1\} \) whether \( j = \pi(h) \), takes \( O((n - \pi(i))i) \) steps, which can be as big as \( \Theta(n^2) \). A better implementation of 2 uses an auxiliary array indexed by 1, \ldots, \( n \):

2. For \( j := 1 \) to \( n \) do aux\((j)\) := 0.
   For \( j := 1 \) to \( i - 1 \) do aux\((\pi(j))\) := 1.
   Set \( k := \pi(i) + 1 \).
   While \( k \leq n \) and \( \text{aux}(k) = 1 \) do \( k := k + 1 \).

Obviously with this implementation a single execution of 2 takes only \( O(n) \) time. Simple techniques like this are usually not elaborated in this book; we assume that the reader can find such implementations himself.

Having computed the running time for each single step we now estimate the total amount of work. Since the number of permutations is \( n! \) we only have to estimate the amount of work which is done between two permutations. The counter \( i \) might move back from \( n \) to some index \( i' \) where a new value \( \pi(i') \leq n \) is found. Then it moves forward again up to \( i = n \). While the counter \( i \) is constant each of 2 and 3 is performed once, except in the case \( k \leq n \) and \( i = n \); in this
1.2 Running Time of Algorithms

One can give a formal definition of an algorithm, and we shall in fact give one in Section 15.1. However, such formal models lead to very long and tedious descriptions as soon as algorithms are a bit more complicated. This is quite similar to mathematical proofs: Although the concept of a proof can be formalized nobody uses such a formalism for writing down proofs since they would become very long and almost unreadable.

Therefore all algorithms in this book are written in an informal language. Still the level of detail should allow a reader with a little experience to implement the algorithms on any computer without too much additional effort.

Since we are not interested in constant factors when measuring running times we do not have to fix a concrete computing model. We count elementary steps, but we are not really interested in how elementary steps look like. Examples of elementary steps are variable assignments, random access to a variable whose index is stored in another variable, conditional jumps (if – then – go to), and simple arithmetic operations like addition, subtraction, multiplication, division and comparison of numbers.

An algorithm consists of a set of valid inputs and a sequence of instructions each of which can be composed of elementary steps, such that for each valid input the computation of the algorithm is a uniquely defined finite series of elementary

---

case 2 and 3 are performed twice. So the total amount of work between two permutations consists of at most $4n$ times 2 and 3, i.e. $O(n^2)$. So the overall running time of the Path Enumeration Algorithm is $O(n^2 n!)$.  

One can do slightly better; a more careful analysis shows that the running time is only $O(n \cdot n!)$ (Exercise 4).

Still the algorithm is too time-consuming if $n$ is large. The problem with the enumeration of all paths is that the number of paths grows exponentially with the number of points; already for 20 points there are $20! = 2432902008176640000 \approx 2.4 \cdot 10^{18}$ different paths and even the fastest computer needs several years to evaluate all of them. So complete enumeration is impossible even for instances of moderate size.

The main subject of combinatorial optimization is to find better algorithms for problems like this. Often one has to find the best element of some finite set of feasible solutions (in our example: drilling paths or permutations). This set is not listed explicitly but implicitly depends on the structure of the problem. Therefore an algorithm must exploit this structure.

In the case of the Drilling Problem all information of an instance with $n$ points is given by $2n$ coordinates. While the naive algorithm enumerates all $n!$ paths it might be possible that there is an algorithm which finds the optimum path much faster, say in $n^2$ computation steps. It is not known whether such an algorithm exists (though results of Chapter 15 suggest that it is unlikely). Nevertheless there are much better algorithms than the naive one.
steps which produces a certain output. Usually we are not satisfied with finite computation but rather want a good upper bound on the number of elementary steps performed, depending on the input size.

The input to an algorithm usually consists of a list of numbers. If all these numbers are integers, we can code them in binary representation, using \( O(\log(|a|+2)) \) bits for storing an integer \( a \). Rational numbers can be stored by coding the numerator and the denominator separately. The **input size** \( \text{size}(x) \) of an instance \( x \) with rational data is the total number of bits needed for the binary representation.

**Definition 1.3.** Let \( A \) be an algorithm which accepts inputs from a set \( X \), and let \( f : \mathbb{N} \to \mathbb{R}_+ \). If there exists a constant \( \alpha > 0 \) such that \( A \) terminates its computation after at most \( \alpha f(\text{size}(x)) \) elementary steps (including arithmetic operations) for each input \( x \in X \), then we say that \( A \) runs in \( O(f) \) time. We also say that the **running time** (or the **time complexity**) of \( A \) is \( O(f) \).

**Definition 1.4.** An algorithm with rational input is said to run in **polynomial time** if there is an integer \( k \) such that it runs in \( O(n^k) \) time, where \( n \) is the input size, and all numbers in intermediate computations can be stored with \( O(n^k) \) bits.

An algorithm with arbitrary input is said to run in **strongly polynomial time** if there is an integer \( k \) such that it runs in \( O(n^k) \) time for any input consisting of \( n \) numbers and it runs in polynomial time for rational input. In the case \( k = 1 \) we have a **linear-time algorithm**.

Note that the running time might be different for several instances of the same size (this was not the case with the **Path Enumeration Algorithm**). We consider the worst-case running time, i.e. the function \( f : \mathbb{N} \to \mathbb{N} \) where \( f(n) \) is the maximum running time of an instance with input size \( n \). For some algorithms we do not know the rate of growth of \( f \) but only have an upper bound.

The worst-case running time might be a pessimistic measure if the worst case occurs rarely. In some cases an average-case running time with some probabilistic model might be appropriate, but we shall not consider this.

If \( A \) is an algorithm which for each input \( x \in X \) computes the output \( f(x) \in Y \), then we say that \( A \) **computes** \( f : X \to Y \). If a function is computed by some polynomial-time algorithm, it is said to be **computable in polynomial time**.

Polynomial-time algorithms are sometimes called “good” or “efficient”. This concept was introduced by Cobham [1964] and Edmonds [1965]. Table 1.1 motivates this by showing hypothetical running times of algorithms with various time complexities. For various input sizes \( n \) we show the running time of algorithms that take \( 100n \log n \), \( 10n^2 \), \( n^{3.5} \), \( n^{\log n} \), \( 2^n \), and \( n! \) elementary steps; we assume that one elementary step takes one nanosecond. As always in this book, \( \log \) denotes the logarithm with basis 2.

As Table 1.1 shows, polynomial-time algorithms are faster for large enough instances. The table also illustrates that constant factors of moderate size are not very important when considering the asymptotic growth of the running time.

Table 1.2 shows the maximum input sizes solvable within one hour with the above six hypothetical algorithms. In (a) we again assume that one elementary step
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Table 1.1.

<table>
<thead>
<tr>
<th>$n$</th>
<th>$100n \log n$</th>
<th>$10n^2$</th>
<th>$n^{3.5}$</th>
<th>$n^{\log n}$</th>
<th>$2^n$</th>
<th>$n!$</th>
</tr>
</thead>
<tbody>
<tr>
<td>10</td>
<td>3 $\mu$s</td>
<td>1 $\mu$s</td>
<td>3 $\mu$s</td>
<td>2 $\mu$s</td>
<td>1 ms</td>
<td>4 ms</td>
</tr>
<tr>
<td>20</td>
<td>9 $\mu$s</td>
<td>4 $\mu$s</td>
<td>36 $\mu$s</td>
<td>420 $\mu$s</td>
<td>1 s</td>
<td>76 years</td>
</tr>
<tr>
<td>30</td>
<td>15 $\mu$s</td>
<td>9 $\mu$s</td>
<td>148 $\mu$s</td>
<td>20 ms</td>
<td>1 s</td>
<td>8 $\cdot 10^{15}$ y.</td>
</tr>
<tr>
<td>40</td>
<td>21 $\mu$s</td>
<td>16 $\mu$s</td>
<td>404 $\mu$s</td>
<td>340 ms</td>
<td>1100 s</td>
<td></td>
</tr>
<tr>
<td>50</td>
<td>28 $\mu$s</td>
<td>25 $\mu$s</td>
<td>884 $\mu$s</td>
<td>4 s</td>
<td>13 days</td>
<td></td>
</tr>
<tr>
<td>60</td>
<td>35 $\mu$s</td>
<td>36 $\mu$s</td>
<td>2 ms</td>
<td>32 s</td>
<td>37 years</td>
<td></td>
</tr>
<tr>
<td>80</td>
<td>50 $\mu$s</td>
<td>64 $\mu$s</td>
<td>5 ms</td>
<td>1075 s</td>
<td>4 $\cdot 10^3$ y.</td>
<td></td>
</tr>
<tr>
<td>100</td>
<td>66 $\mu$s</td>
<td>100 $\mu$s</td>
<td>10 ms</td>
<td>5 hours</td>
<td>4 $\cdot 10^{13}$ y.</td>
<td></td>
</tr>
<tr>
<td>200</td>
<td>153 $\mu$s</td>
<td>400 $\mu$s</td>
<td>113 ms</td>
<td>12 years</td>
<td></td>
<td></td>
</tr>
<tr>
<td>500</td>
<td>448 $\mu$s</td>
<td>2.5 ms</td>
<td>3 s</td>
<td>5 $\cdot 10^5$ y.</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1000</td>
<td>1 ms</td>
<td>10 ms</td>
<td>32 s</td>
<td>3 $\cdot 10^{13}$ y.</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$10^4$</td>
<td>13 ms</td>
<td>1 s</td>
<td>28 hours</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$10^5$</td>
<td>166 ms</td>
<td>100 s</td>
<td>10 years</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$10^6$</td>
<td>2 s</td>
<td>3 hours</td>
<td>3169 y.</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$10^7$</td>
<td>23 s</td>
<td>12 days</td>
<td>$10^7$ y.</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$10^8$</td>
<td>266 s</td>
<td>3 years</td>
<td>$3 \cdot 10^9$ y.</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$10^{10}$</td>
<td>9 hours</td>
<td>$3 \cdot 10^9$ y.</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$10^{12}$</td>
<td>46 days</td>
<td>$3 \cdot 10^8$ y.</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 1.2.

<table>
<thead>
<tr>
<th></th>
<th>$100n \log n$</th>
<th>$10n^2$</th>
<th>$n^{3.5}$</th>
<th>$n^{\log n}$</th>
<th>$2^n$</th>
<th>$n!$</th>
</tr>
</thead>
<tbody>
<tr>
<td>(a)</td>
<td>$1.19 \cdot 10^9$</td>
<td>60000</td>
<td>3868</td>
<td>87</td>
<td>41</td>
<td>15</td>
</tr>
<tr>
<td>(b)</td>
<td>$10.8 \cdot 10^9$</td>
<td>189737</td>
<td>7468</td>
<td>104</td>
<td>45</td>
<td>16</td>
</tr>
</tbody>
</table>

(Strongly) polynomial-time algorithms, if possible linear-time algorithms, are what we look for. There are some problems where it is known that no polynomial-time algorithm exists, and there are problems for which no algorithm exists at all. (For example, a problem which can be solved in finite time but not in polynomial time is to decide whether a so-called regular expression defines the empty set; see Aho, Hopcroft and Ullman [1974]. A problem for which there exists no algorithm at all, the Halting Problem, is discussed in Exercise 1 of Chapter 15.) However, almost all problems considered in this book belong to the following two classes. For the problems of the first class we have a polynomial-time
algorithm. For each problem of the second class it is an open question whether a polynomial-time algorithm exists. However, we know that if one of these problems has a polynomial-time algorithm, then all problems of this class do. A precise formulation and a proof of this statement will be given in Chapter 15.

The Job Assignment Problem belongs to the first class, the Drilling Problem belongs to the second class.

These two classes of problems divide this book roughly into two parts. We first deal with tractable problems for which polynomial-time algorithms are known. Then, starting with Chapter 15, we discuss hard problems. Although no polynomial-time algorithms are known, there are often much better methods than complete enumeration. Moreover, for many problems (including the Drilling Problem), one can find approximate solutions within a certain percentage of the optimum in polynomial time.

1.3 Linear Optimization Problems

We now consider our second example given initially, the Job Assignment Problem, and briefly address some central topics which will be discussed in later chapters.

The Job Assignment Problem is quite different to the Drilling Problem since there are infinitely many feasible solutions for each instance (except for trivial cases). We can reformulate the problem by introducing a variable $T$ for the time when all jobs are done:

$$\begin{align*}
\min & \quad T \\
\text{s.t.} & \quad \sum_{j \in S_i} x_{ij} = t_i \quad (i \in \{1, \ldots, n\}) \\
& \quad x_{ij} \geq 0 \quad (i \in \{1, \ldots, n\}, \ j \in S_i) \\
& \quad \sum_{i : j \in S_i} x_{ij} \leq T \quad (j \in \{1, \ldots, m\})
\end{align*} \tag{1.1}$$

The numbers $t_i$ and the sets $S_i$ ($i = 1, \ldots, n$) are given, the variables $x_{ij}$ and $T$ are what we look for. Such an optimization problem with a linear objective function and linear constraints is called a linear program. The set of feasible solutions of (1.1), a so-called polyhedron, is easily seen to be convex, and one can prove that there always exists an optimum solution which is one of the finitely many extreme points of this set. Therefore a linear program can, theoretically, also be solved by complete enumeration. But there are much better ways as we shall see later.

Although there are several algorithms for solving linear programs in general, such general techniques are usually less efficient than special algorithms exploiting the structure of the problem. In our case it is convenient to model the sets $S_i$,
For each job $i$ and for each employee $j$ we have a point (called vertex), and we connect employee $j$ with job $i$ by an edge if he or she can contribute to this job (i.e. if $j \in S_i$). Graphs are a fundamental combinatorial structure; many combinatorial optimization problems are described most naturally in terms of graph theory.

Suppose for a moment that the processing time of each job is one hour, and we ask whether we can finish all jobs within one hour. So we look for numbers $x_{ij}$ ($i \in \{1, \ldots, n\}$, $j \in S_i$) such that $0 \leq x_{ij} \leq 1$ for all $i$ and $j$, $\sum_{j \in S_i} x_{ij} = 1$ for $i = 1, \ldots, n$, and $\sum_{i: j \in S_i} x_{ij} \leq 1$ for $j = 1, \ldots, n$. One can show that if such a solution exists, then in fact an integral solution exists, i.e. all $x_{ij}$ are either 0 or 1. This is equivalent to assigning each job to one employee, such that no employee has to do more than one job. In the language of graph theory we then look for a matching covering all jobs. The problem of finding optimal matchings is one of the best known combinatorial optimization problems.

We review the basics of graph theory and linear programming in Chapters 2 and 3. In Chapter 4 we prove that linear programs can be solved in polynomial time, and in Chapter 5 we discuss integral polyhedra. In the subsequent chapters we discuss some classical combinatorial optimization problems in detail.

### 1.4 Sorting

Let us conclude this chapter by considering a special case of the Drilling Problem where all holes to be drilled are on one horizontal line. So we are given just one coordinate for each point $p_i$, $i = 1, \ldots, n$. Then a solution to the drilling problem is easy, all we have to do is sort the points by their coordinates: the drill will just move from left to right. Although there are still $n!$ permutations, it is clear that we do not have to consider all of them to find the optimum drilling path, i.e. the sorted list. It is very easy to sort $n$ numbers in nondecreasing order in $O(n^2)$ time.

To sort $n$ numbers in $O(n \log n)$ time requires a little more skill. There are several algorithms accomplishing this; we present the well-known **Merge-Sort Algorithm**. It proceeds as follows. First the list is divided into two sublists of approximately equal size. Then each sublist is sorted (this is done recursively by the same algorithm). Finally the two sorted sublists are merged together. This general strategy, often called “divide and conquer”, can be used quite often. See e.g. Section 17.1 for another example.

We did not discuss recursive algorithms so far. In fact, it is not necessary to discuss them, since any recursive algorithm can be transformed into a sequential algorithm without increasing the running time. But some algorithms are easier to formulate (and implement) using recursion, so we shall use recursion when it is convenient.
**Mmerge-Sort Algorithm**

*Input:* A list $a_1, \ldots, a_n$ of real numbers.

*Output:* A permutation $\pi : \{1, \ldots, n\} \rightarrow \{1, \ldots, n\}$ such that $a_{\pi(i)} \leq a_{\pi(i+1)}$ for all $i = 1, \ldots, n-1$.

1. **If** $n = 1$ **then** set $\pi(1) := 1$ and **stop (return $\pi$).**
2. **Set** $m := \left\lceil \frac{n}{2} \right\rceil$.
   Let $\rho := \text{Merge-Sort}(a_1, \ldots, a_m)$.
   Let $\sigma := \text{Merge-Sort}(a_{m+1}, \ldots, a_n)$.
3. **Set** $k := 1$, $l := 1$.
   **While** $k \leq m$ and $l \leq n - m$ do:
      **If** $a_{\rho(k)} \leq a_{\sigma(l)}$ **then** set $\pi(k + l - 1) := \rho(k)$ and $k := k + 1$
      **else** set $\pi(k + l - 1) := m + \sigma(l)$ and $l := l + 1$.
   **While** $k \leq m$ do: Set $\pi(k + l - 1) := \rho(k)$ and $k := k + 1$.
   **While** $l \leq n - m$ do: Set $\pi(k + l - 1) := m + \sigma(l)$ and $l := l + 1$.

As an example, consider the list “69,32,56,75,43,99,28”. The algorithm first splits this list into two, “69,32,56” and “75,43,99,28” and recursively sorts each of the two sublists. We get the permutations $\rho = (2, 3, 1)$ and $\sigma = (4, 2, 1, 3)$ corresponding to the sorted lists “32,56,69” and “28,43,75,99”. Now these lists are merged as shown below:

\[
\begin{align*}
rho(1) &= 2, &a_{\rho(1)} &= 32, &\sigma(1) &= 4, &a_{\sigma(1)} &= 28, &\pi(1) &= 7, &l &= 1 \\
rho(1) &= 2, &\sigma(2) &= 2, &a_{\rho(1)} &= 32, &a_{\sigma(2)} &= 43, &\pi(2) &= 2, &k &= 2 \\
rho(2) &= 3, &\sigma(2) &= 2, &a_{\rho(2)} &= 56, &a_{\sigma(2)} &= 43, &\pi(3) &= 5, &l &= 3 \\
rho(2) &= 3, &\sigma(3) &= 1, &a_{\rho(2)} &= 56, &a_{\sigma(3)} &= 75, &\pi(4) &= 3, &k &= 3 \\
rho(3) &= 1, &\sigma(3) &= 1, &a_{\rho(3)} &= 69, &a_{\sigma(3)} &= 75, &\pi(5) &= 1, &k &= 4 \\
\sigma(3) &= 1, &a_{\sigma(3)} &= 75, &\pi(6) &= 4, &l &= 4 \\
\sigma(4) &= 3, &a_{\sigma(4)} &= 99, &\pi(7) &= 6, &l &= 5
\end{align*}
\]

**Theorem 1.5.** The Mmerge-Sort Aalgorithm works correctly and runs in $O(n \log n)$ time.

**Proof:** The correctness is obvious. We denote by $T(n)$ the running time (number of steps) needed for instances consisting of $n$ numbers and observe that $T(1) = 1$ and $T(n) = T(\lceil \frac{n}{2} \rceil) + T(\lfloor \frac{n}{2} \rfloor) + 3n + 6$. (The constants in the term $3n + 6$ depend on how exactly a computation step is defined; but they do not really matter.)

We claim that this yields $T(n) \leq 12n \log n + 1$. Since this is trivial for $n = 1$ we proceed by induction. For $n \geq 2$, assuming that the inequality is true for $1, \ldots, n-1$, we get

\[
T(n) \leq 12 \left\lceil \frac{n}{2} \right\rceil \log \left( \frac{2}{3}n \right) + 1 + 12 \left\lfloor \frac{n}{2} \right\rfloor \log \left( \frac{2}{3}n \right) + 1 + 3n + 6
\]
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\[ 12n(\log n + 1 - \log 3) + 3n + 8 \leq 12n \log n - \frac{13}{2}n + 3n + 8 \leq 12n \log n + 1, \]

because \( \log 3 \geq \frac{37}{24} \).

Of course the algorithm works for sorting the elements of any totally ordered set, assuming that we can compare any two elements in constant time. Can there be a faster, a linear-time algorithm? Suppose that the only way we can get information on the unknown order is to compare two elements. Then we can show that any algorithm needs at least \( \Theta(n \log n) \) comparisons in the worst case. The outcome of a comparison can be regarded as a zero or one; the outcome of all comparisons an algorithm does is a 0-1-string (a sequence of zeros and ones). Note that two different orders in the input of the algorithm must lead to two different 0-1-strings (otherwise the algorithm could not distinguish between the two orders). For an input of \( n \) elements there are \( n! \) possible orders, so there must be \( n! \) different 0-1-strings corresponding to the computation. Since the number of 0-1-strings with length less than \( \left\lfloor \frac{n}{2} \log \frac{n}{2} \right\rfloor \) is \( 2^\left\lfloor \frac{n}{2} \log \frac{n}{2} \right\rfloor - 1 < 2^\frac{n}{2} \log \frac{n}{2} = (\frac{n}{2})^{\frac{n}{2}} \leq n! \) we conclude that the maximum length of the 0-1-strings, and hence of the computation, must be at least \( \frac{n}{2} \log \frac{n}{2} = \Theta(n \log n) \).

In the above sense, the running time of the Merge-Sort Algorithm is optimal up to a constant factor. However, there is an algorithm for sorting integers (or sorting strings lexicographically) whose running time is linear in the input size; see Exercise 7. An algorithm to sort \( n \) integers in \( O(n \log \log n) \) time was proposed by Han [2004].

Lower bounds like the one above are known only for very few problems (except trivial linear bounds). Often a restriction on the set of operations is necessary to derive a superlinear lower bound.

Exercises

1. Prove that for all \( n \in \mathbb{N} \):

\[ e \left( \frac{n}{e} \right)^n \leq n! \leq en \left( \frac{n}{e} \right)^n. \]

Hint: Use \( 1 + x \leq e^x \) for all \( x \in \mathbb{R} \).

2. Prove that \( \log(n!) = \Theta(n \log n) \).

3. Prove that \( n \log n = O(n^{1+\epsilon}) \) for any \( \epsilon > 0 \).

4. Show that the running time of the Path Enumeration Algorithm is \( O(n \cdot n!) \).

5. Suppose we have an algorithm whose running time is \( \Theta(n(t + n^{1/\epsilon})) \), where \( n \) is the input length and \( t \) is a positive parameter we can choose arbitrarily. How should \( t \) be chosen (depending on \( n \)) such that the running time (as a function of \( n \)) has a minimum rate of growth?
6. Let $s, t$ be binary strings, both of length $m$. We say that $s$ is lexicographically smaller than $t$ if there exists an index $j \in \{1, \ldots, m\}$ such that $s_i = t_i$ for $i = 1, \ldots, j - 1$ and $s_j < t_j$. Now given $n$ strings of length $m$, we want to sort them lexicographically. Prove that there is a linear-time algorithm for this problem (i.e. one with running time $O(nm)$).

Hint: Group the strings according to the first bit and sort each group.

7. Describe an algorithm which sorts a list of natural numbers $a_1, \ldots, a_n$ in linear time; i.e. which finds a permutation $\pi$ with $a_{\pi(i)} \leq a_{\pi(i+1)}$ ($i = 1, \ldots, n - 1$) and runs in $O(\log(a_1 + 1) + \cdots + \log(a_n + 1))$ time.

Hint: First sort the strings encoding the numbers according to their length. Then apply the algorithm of Exercise 6.

Note: The algorithm discussed in this and the previous exercise is often called radix sorting.
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2. Graphs

Graphs are a fundamental combinatorial structure used throughout this book. In this chapter we not only review the standard definitions and notation, but also prove some basic theorems and mention some fundamental algorithms.

After some basic definitions in Section 2.1 we consider fundamental objects occurring very often in this book: trees, circuits, and cuts. We prove some important properties and relations, and we also consider tree-like set systems in Section 2.2. The first graph algorithms, determining connected and strongly connected components, appear in Section 2.3. In Section 2.4 we prove Euler’s Theorem on closed walks using every edge exactly once. Finally, in Sections 2.5 and 2.6 we consider graphs that can be drawn in the plane without crossings.

2.1 Basic Definitions

An undirected graph is a triple \((V, E, \Psi)\), where \(V\) and \(E\) are finite sets and \(\Psi : E \to \{X \subseteq V : |X| = 2\}\). A directed graph or digraph is a triple \((V, E, \Psi)\), where \(V\) and \(E\) are finite sets and \(\Psi : E \to [(v, w) \in V \times V : v \neq w]\). By a graph we mean either an undirected graph or a digraph. The elements of \(V\) are called vertices, the elements of \(E\) are the edges.

Two edges \(e, e'\) with \(\Psi(e) = \Psi(e')\) are called parallel. Graphs without parallel edges are called simple. For simple graphs we usually identify an edge \(e\) with its image \(\Psi(e)\) and write \(G = (V(G), E(G))\), where \(E(G) \subseteq \{X \subseteq V(G) : |X| = 2\}\) or \(E(G) \subseteq V(G) \times V(G)\). We often use this simpler notation even in the presence of parallel edges, then the “set” \(E(G)\) may contain several “identical” elements. \(|E(G)|\) denotes the number of edges, and for two edge sets \(E\) and \(F\) we always have \(|E \cup F| = |E| + |F|\) even if parallel edges arise.

We say that an edge \(e = \{v, w\}\) or \(e = (v, w)\) joins \(v\) and \(w\). In this case, \(v\) and \(w\) are adjacent. \(v\) is a neighbour of \(w\) (and vice versa). \(v\) and \(w\) are the endpoints of \(e\). If \(v\) is an endpoint of an edge \(e\), we say that \(v\) is incident with \(e\). In the directed case we say that \((v, w)\) leaves \(v\) and enters \(w\). Two edges which share at least one endpoint are called adjacent.

This terminology for graphs is not the only one. Sometimes vertices are called nodes or points, other names for edges are arcs (especially in the directed case) or lines. In some texts, a graph is what we call a simple undirected graph, in
the presence of parallel edges they speak of multigraphs. Sometimes edges whose endpoints coincide, so-called loops, are considered. However, unless otherwise stated, we do not use them.

For a digraph $G$ we sometimes consider the underlying undirected graph, i.e. the undirected graph $G'$ on the same vertex set which contains an edge $\{v, w\}$ for each edge $(v, w)$ of $G$. We also say that $G$ is an orientation of $G'$.

A subgraph of a graph $G = (V(G), E(G))$ is a graph $H = (V(H), E(H))$ with $V(H) \subseteq V(G)$ and $E(H) \subseteq E(G)$. We also say that $G$ contains $H$. $H$ is an induced subgraph of $G$ if it is a subgraph of $G$ and $E(H) = \{(x, y) \in E(G) : x, y \in V(H)\}$. Here $H$ is the subgraph of $G$ induced by $V(H)$. We also write $H = G[V(H)]$. A subgraph $H$ of $G$ is called spanning if $V(H) = V(G)$.

If $v \in V(G)$, we write $G - v$ for the subgraph of $G$ induced by $V(G) \setminus \{v\}$. If $e \in E(G)$, we define $G - e := (V(G), E(G) \setminus \{e\})$. Furthermore, the addition of a new edge $e$ is abbreviated by $G + e := (V(G), E(G) \cup \{e\})$. If $G$ and $H$ are two graphs, we denote by $G + H$ the graph with $V(G + H) = V(G) \cup V(H)$ and $E(G + H)$ being the disjoint union of $E(G)$ and $E(H)$ (parallel edges may arise).

Two graphs $G$ and $H$ are called isomorphic if there are bijections $\Phi_V : V(G) \rightarrow V(H)$ and $\Phi_E : E(G) \rightarrow E(H)$ such that $\Phi_E((v, w)) = (\Phi_V(v), \Phi_V(w))$ for all $(v, w) \in E(G)$, or $\Phi_E([v, w]) = [\Phi_V(v), \Phi_V(w)]$ for all $[v, w]$ in the undirected case. We normally do not distinguish between isomorphic graphs; for example we say that $G$ contains $H$ if $G$ has a subgraph isomorphic to $H$.

Suppose we have an undirected graph $G$ and $X \subseteq V(G)$. By contracting (or shrinking) $X$ we mean deleting the vertices in $X$ and the edges in $G[X]$, adding a new vertex $x$ and replacing each edge $\{v, w\}$ with $v \in X, w \notin X$ by an edge $\{x, w\}$ (parallel edges may arise). Similarly for digraphs. We often call the result $G/X$.

For a graph $G$ and $X, Y \subseteq V(G)$ we define $E(X, Y) := \{(x, y) \in E(G) : x \in X \setminus Y, y \in Y \setminus X\}$ if $G$ is undirected and $E^+(X, Y) := \{(x, y) \in E(G) : x \in X \setminus Y, y \in Y \setminus X\}$ if $G$ is directed. For undirected graphs $G$ and $X \subseteq V(G)$ we define $\delta(X) := E(X, V(G) \setminus X)$. The set of neighbours of vertex $v$ is defined by $\Gamma(v) := \{v \in V(G) : E(X, \{v\}) \neq \emptyset\}$. For digraphs $G$ and $X \subseteq V(G)$ we define $\delta^+(X) := E^+(X, V(G) \setminus X)$, $\delta^-(X) := \delta^+(V(G) \setminus X)$ and $\delta(X) := \delta^+(X) \cup \delta^-(X)$. We use subscripts (e.g. $\delta_G(X)$) to specify the graph $G$ if necessary.

For singletons, i.e. one-element vertex sets $\{v\} \in V(G)$ we write $\delta(v) := \delta([v])$, $\Gamma(v) := \Gamma([v])$, $\delta^+(v) := \delta^+([v])$ and $\delta^-(v) := \delta^-(v)$. The degree of a vertex $v$ is $|\delta(v)|$, the number of edges incident to $v$. In the directed case, the in-degree is $|\delta^-(v)|$, the out-degree is $|\delta^+(v)|$, and the degree is $|\delta^+(v)| + |\delta^-(v)|$. A vertex $v$ with zero degree is called isolated. A graph where all vertices have degree $k$ is called $k$-regular.

For any graph, $\sum_{v \in V(G)} |\delta(v)| = 2|E(G)|$. In particular, the number of vertices with odd degree is even. In a digraph, $\sum_{v \in V(G)} |\delta^+(v)| = \sum_{v \in V(G)} |\delta^-(v)|$. To prove these statements, please observe that each edge is counted twice on each
side of the first equation and once on each side of the second equation. With just a little more effort we get the following useful statements:

**Lemma 2.1.** For a digraph $G$ and any two sets $X, Y \subseteq V(G)$:

(a) $|\delta^+(X)| + |\delta^+(Y)| = |\delta^+(X \cap Y)| + |\delta^+(X \cup Y)| + |E^+(X, Y)| + |E^+(Y, X)|$

(b) $|\delta^-(X)| + |\delta^-(Y)| = |\delta^-(X \cap Y)| + |\delta^-(X \cup Y)| + |E^+(X, Y)| + |E^+(Y, X)|$

For an undirected graph $G$ and any two sets $X, Y \subseteq V(G)$:

(c) $|\delta(X)| + |\delta(Y)| = |\delta(X \cap Y)| + |\delta(X \cup Y)| + 2|E(X, Y)|$

(d) $|\delta(X)| + |\delta(Y)| = |\delta(X \cap Y)| + |\delta(X \cup Y)|$

**Proof:** All parts can be proved by simple counting arguments. Let $Z := V(G) \setminus (X \cup Y)$.

To prove (a), observe that $|\delta^+(X)| + |\delta^+(Y)| = |E^+(X, Z)| + |E^+(X, Y \setminus X)| + |E^+(Y, Z)| + |E^+(Y, X \setminus Y)| = |E^+(X \cup Y, Z)| + |E^+(X \cap Y, Z)| + |E^+(X, Y \setminus X)| + |E^+(Y, X \setminus Y)| = |\delta^+(X \cup Y)| + |\delta^+(X \cap Y)| + |E^+(X, Y)| + |E^+(Y, X)|$

(b) follows from (a) by reversing each edge (replace $(v, w)$ by $(w, v)$). (c) follows from (a) by replacing each edge $(v, w)$ by a pair of oppositely directed edges $(v, w)$ and $(w, v)$.

To show (d), observe that $|\delta(X)| + |\delta(Y)| = |\delta(X \cap Y)| + |\delta(X \cup Y)| + |\delta(X \cap Y)| + |\delta(X \cup Y)| + |\delta(X \cap Y)| + |\delta(X \cup Y)|$

A function $f : 2^U \to \mathbb{R}$ (where $U$ is some finite set and $2^U$ denotes its power set) is called

- **submodular** if $f(X \cap Y) + f(X \cup Y) \leq f(X) + f(Y)$ for all $X, Y \subseteq U$;
- **supermodular** if $f(X \cap Y) + f(X \cup Y) \geq f(X) + f(Y)$ for all $X, Y \subseteq U$;
- **modular** if $f(X \cap Y) + f(X \cup Y) = f(X) + f(Y)$ for all $X, Y \subseteq U$.

So Lemma 2.1 implies that $|\delta^+|, |\delta^-|, |\delta|$ and $|\delta|$ are submodular. This will be useful later.

A **complete graph** is a simple undirected graph where each pair of vertices is adjacent. We denote the complete graph on $n$ vertices by $K_n$. The **complement** of a simple undirected graph $G$ is the graph $H$ for which $G + H$ is a complete graph.

A **matching** in an undirected graph $G$ is a set of pairwise disjoint edges (i.e. the endpoints are all different). A **vertex cover** in $G$ is a set $S \subseteq V(G)$ of vertices such that every edge of $G$ is incident to at least one vertex in $S$. An **edge cover** in $G$ is a set $F \subseteq E(G)$ of edges such that every vertex of $G$ is incident to at least one edge in $F$. A **stable set** in $G$ is a set of pairwise non-adjacent vertices. A graph containing no edges is called **empty**. A **clique** is a set of pairwise adjacent vertices.

**Proposition 2.2.** Let $G$ be a graph and $X \subseteq V(G)$. Then the following three statements are equivalent:

(a) $X$ is a vertex cover in $G$, 

(b) \( V(G) \setminus X \) is a stable set in \( G \),
(c) \( V(G) \setminus X \) is a clique in the complement of \( G \).

If \( \mathcal{F} \) is a family of sets or graphs, we say that \( F \) is a **minimal** element of \( \mathcal{F} \) if \( \mathcal{F} \) contains \( F \) but no proper subset/subgraph of \( F \). Similarly, \( F \) is **maximal** in \( \mathcal{F} \) if \( F \in \mathcal{F} \) and \( F \) is not a proper subset/subgraph of any element of \( \mathcal{F} \). When we speak of a **minimum** or **maximum** element, we mean one of minimum/maximum cardinality.

For example, a minimal vertex cover is not necessarily a minimum vertex cover (see e.g. the graph in Figure 13.1), and a maximal matching is in general not maximum. The problems of finding a maximum matching, stable set or clique, or a minimum vertex cover or edge cover in an undirected graph will play important roles in later chapters.

The **line graph** of a simple undirected graph \( G \) is the graph \( (E(G), F) \), where 
\[ F = \{ \{ e_1, e_2 \} : e_1, e_2 \in E(G), \ |e_1 \cap e_2| = 1 \}. \]
Obviously, matchings in a graph \( G \) correspond to stable sets in the line graph of \( G \).

For the following notation, let \( G \) be a graph, directed or undirected. An **edge progression** \( W \) in \( G \) is a sequence \( v_1, e_1, v_2, \ldots, v_k, e_k, v_{k+1} \) such that \( k \geq 0 \), and \( e_i = (v_i, v_{i+1}) \in E(G) \) or \( e_i = \{ v_i, v_{i+1} \} \in E(G) \) for \( i = 1, \ldots, k \). If in addition \( e_i \neq e_j \) for all \( 1 \leq i < j \leq k \), \( W \) is called a **walk** in \( G \). \( W \) is **closed** if \( v_1 = v_{k+1} \).

A **path** is a graph \( P = (\{v_1, \ldots, v_{k+1}\}, \{e_1, \ldots, e_k\}) \) such that \( v_i \neq v_j \) for \( 1 \leq i < j \leq k+1 \) and the sequence \( v_1, e_1, v_2, \ldots, v_k, e_k, v_{k+1} \) is a walk. \( P \) is also called a path from \( v_1 \) to \( v_{k+1} \) or a \( v_1-v_{k+1} \)-path. \( v_1 \) and \( v_{k+1} \) are the **endpoints** of \( P \). By \( P_{x,y} \) with \( x, y \in V(P) \) we mean the (unique) subgraph of \( P \) which is an \( x-y \)-path. Evidently, there is an edge progression from a vertex \( v \) to another vertex \( w \) if and only if there is a \( v-w \)-path.

A **circuit** or a **cycle** is a graph \( (\{v_1, \ldots, v_k\}, \{e_1, \ldots, e_k\}) \) such that the sequence \( v_1, e_1, v_2, \ldots, v_k, e_k, v_1 \) is a (closed) walk and \( v_i \neq v_j \) for \( 1 \leq i < j \leq k \).

An easy induction argument shows that the edge set of a closed walk can be partitioned into edge sets of circuits.

The **length** of a path or circuit is the number of its edges. If it is a subgraph of \( G \), we speak of a path or circuit in \( G \). A spanning path in \( G \) is called a **Hamiltonian path** while a spanning circuit in \( G \) is called a **Hamiltonian circuit** or a **tour**. A graph containing a Hamiltonian circuit is a **Hamiltonian graph**.

For two vertices \( v \) and \( w \) we write \( \text{dist}(v, w) \) or \( \text{dist}_G(v, w) \) for the length of a shortest \( v-w \)-path (the **distance** from \( v \) to \( w \)) in \( G \). If there is no \( v-w \)-path at all, i.e., \( w \) is not **reachable** from \( v \), we set \( \text{dist}(v, w) := \infty \). In the undirected case, \( \text{dist}(v, w) = \text{dist}(w, v) \) for all \( v, w \in V(G) \).

We shall often have a cost function \( c : E(G) \to \mathbb{R} \). Then for \( F \subseteq E(G) \) we write \( c(F) := \sum_{e \in F} c(e) \) (and \( c(\emptyset) = 0 \)). This extends \( c \) to a modular function \( c : 2^{E(G)} \to \mathbb{R} \). Moreover, \( \text{dist}_{(G,c)}(v, w) \) denotes the minimum \( c(E(P)) \) over all \( v-w \)-paths \( P \) in \( G \).
2.2 Trees, Circuits, and Cuts

Let $G$ be some undirected graph. $G$ is called **connected** if there is a $v$-$w$-path for all $v, w \in V(G)$; otherwise $G$ is **disconnected**. The maximal connected subgraphs of $G$ are its **connected components**. Sometimes we identify the connected components with the vertex sets inducing them. A set of vertices $X$ is called connected if the subgraph induced by $X$ is connected. A vertex $v$ with the property that $G - v$ has more connected components than $G$ is called an **articulation vertex**. An edge $e$ is called a **bridge** if $G - e$ has more connected components than $G$.

An undirected graph without a circuit (as a subgraph) is called a **forest**. A connected forest is a **tree**. A vertex of degree 1 in a tree is called a **leaf**. A **star** is a tree where at most one vertex is not a leaf.

In the following we shall give some equivalent characterizations of trees and their directed counterparts, arborescences. We need the following connectivity criterion:

**Proposition 2.3.**

(a) An undirected graph $G$ is connected if and only if $\delta(X) \neq \emptyset$ for all $\emptyset \neq X \subset V(G)$.

(b) Let $G$ be a digraph and $r \in V(G)$. Then there exists an $r$-$v$-path for every $v \in V(G)$ if and only if $\delta^+(X) \neq \emptyset$ for all $X \subset V(G)$ with $r \in X$.

**Proof:** (a): If there is a set $X \subset V(G)$ with $r \in X, v \in V(G) \setminus X$, and $\delta(X) = \emptyset$, there can be no $r$-$v$-path, so $G$ is not connected. On the other hand, if $G$ is not connected, there is no $r$-$v$-path for some $r$ and $v$. Let $R$ be the set of vertices reachable from $r$. We have $r \in R, v \notin R$ and $\delta(R) = \emptyset$.

(b) is proved analogously.

**Theorem 2.4.** Let $G$ be an undirected graph on $n$ vertices. Then the following statements are equivalent:

(a) $G$ is a tree (i.e. is connected and has no circuits).

(b) $G$ has $n - 1$ edges and no circuits.

(c) $G$ has $n - 1$ edges and is connected.

(d) $G$ is a minimal connected graph (i.e. every edge is a bridge).

(e) $G$ is a minimal graph with $\delta(X) \neq \emptyset$ for all $\emptyset \neq X \subset V(G)$.

(f) $G$ is a maximal circuit-free graph (i.e. the addition of any edge creates a circuit).

(g) $G$ contains a unique path between any pair of vertices.

**Proof:** (a)⇒(g) follows from the fact that the union of two distinct paths with the same endpoints contains a circuit.

(g)⇒(e)⇒(d) follows from Proposition 2.3(a).

(d)⇒(f) is trivial.

(f)⇒(b)⇒(c): This follows from the fact that for forests with $n$ vertices, $m$ edges and $p$ connected components $n = m + p$ holds. (The proof is a trivial induction on $m$.)
(c)⇒(a): Let $G$ be connected with $n - 1$ edges. As long as there are any circuits in $G$, we destroy them by deleting an edge of the circuit. Suppose we have deleted $k$ edges. The resulting graph $G'$ is still connected and has no circuits. $G'$ has $m = n - 1 - k$ edges. So $n = m + p = n - 1 - k + 1$, implying $k = 0$. ■

In particular, (d)⇒(a) implies that a graph is connected if and only if it contains a spanning tree (a spanning subgraph which is a tree).

A digraph is called connected if the underlying undirected graph is connected. A digraph is a branching if the underlying undirected graph is a forest and each vertex $v$ has at most one entering edge. A connected branching is an arborescence. By Theorem 2.4 an arborescence with $n$ vertices has $n - 1$ edges, hence it has exactly one vertex $r$ with $\delta^-(r) = \emptyset$. This vertex is called its root; we also speak of an arborescence rooted at $r$. The vertices $v$ with $\delta^+(v) = \emptyset$ are called leaves.

**Theorem 2.5.** Let $G$ be a digraph on $n$ vertices. Then the following statements are equivalent:

(a) $G$ is an arborescence rooted at $r$ (i.e. a connected branching with $\delta^-(r) = \emptyset$).
(b) $G$ is a branching with $n - 1$ edges and $\delta^-(r) = \emptyset$.
(c) $G$ has $n - 1$ edges and every vertex is reachable from $r$.
(d) Every vertex is reachable from $r$, but deleting any edge destroys this property.
(e) $G$ is a minimal graph with $\delta^+(X) \neq \emptyset$ for all $X \subset V(G)$ with $r \in X$.
(f) $\delta^-(r) = \emptyset$ and there is a unique $r$-$v$-path for any $v \in V(G) \setminus \{r\}$.
(g) $\delta^-(r) = \emptyset$, $|\delta^-(v)| = 1$ for all $v \in V(G) \setminus \{r\}$, and $G$ contains no circuit.

**Proof:** (a)⇒(b) and (c)⇒(d) follow from Theorem 2.4.
(b)⇒(c): We have that $|\delta^-(v)| = 1$ for all $v \in V(G) \setminus \{r\}$. So for any $v$ we have an $r$-$v$-path (start at $v$ and always follow the entering edge until $r$ is reached).
(d)⇒(e) is implied by Proposition 2.3(b).
(e)⇒(f): The minimality in (e) implies $\delta^-(r) = \emptyset$. Moreover, by Proposition 2.3(b) there is an $r$-$v$-path for all $v$. Suppose there are two $r$-$v$-paths $P$ and $Q$ for some $v$. Let $e$ be the last edge of $P$ that does not belong to $Q$. Then after deleting $e$, every vertex is still reachable from $r$. By Proposition 2.3(b) this contradicts the minimality in (e).
(f)⇒(g)⇒(a): trivial ■

A cut in an undirected graph $G$ is an edge set of type $\delta(X)$ for some $\emptyset \neq X \subset V(G)$. In a digraph $G$, $\delta^+(X)$ is a directed cut if $\emptyset \neq X \subset V(G)$ and $\delta^-(X) = \emptyset$, i.e. no edge enters the set $X$.

We say that an edge set $F \subseteq E(G)$ separates two vertices $s$ and $t$ if $t$ is reachable from $s$ in $G$ but not in $(V(G), E(G) \setminus F)$. In a digraph, an edge set $\delta^+(X)$ with $s \in X$ and $t \notin X$ is called an $s$-$t$-cut. An $s$-$t$-cut in an undirected graph is a cut $\delta(X)$ for some $X \subset V(G)$ with $s \in X$ and $t \notin X$. An $r$-cut in a digraph is an edge set $\delta^+(X)$ for some $X \subset V(G)$ with $r \in X$.

By an undirected path, an undirected circuit, and an undirected cut in a digraph, we mean a subgraph corresponding to a path, a circuit, and a cut, respectively, in the underlying undirected graph.
Lemma 2.6. (Minty [1960]) Let $G$ be a digraph and $e \in E(G)$. Suppose $e$ is coloured black, while all other edges are coloured red, black or green. Then exactly one of the following statements holds:

(a) There is an undirected circuit containing $e$ and only red and black edges such that all black edges have the same orientation.
(b) There is an undirected cut containing $e$ and only green and black edges such that all black edges have the same orientation.

Proof: Let $e = (x, y)$. We label the vertices of $G$ by the following procedure. First label $y$. In case $v$ is already labelled and $w$ is not, we label $w$ if there is a black edge $(v, w)$, a red edge $(v, w)$ or a red edge $(w, v)$. In this case, we write $\text{pred}(w) := v$.

When the labelling procedure stops, there are two possibilities:

Case 1: $x$ has been labelled. Then the vertices $x, \text{pred}(x), \text{pred(pred}(x)), \ldots, y$ form an undirected circuit with the properties (a).

Case 2: $x$ has not been labelled. Then let $R$ consist of all labelled vertices. Obviously, the undirected cut $\delta^+(R) \cup \delta^-(R)$ has the properties (b).

Suppose that an undirected circuit $C$ as in (a) and an undirected cut $\delta^+(X) \cup \delta^-(X)$ as in (b) both exist. All edges in their (nonempty) intersection are black, they all have the same orientation with respect to $C$, and they all leave $X$ or all enter $X$. This is a contradiction. \qed

A digraph is called strongly connected if there is a path from $s$ to $t$ and a path from $t$ to $s$ for all $s, t \in V(G)$. The strongly connected components of a digraph are the maximal strongly connected subgraphs.

Corollary 2.7. In a digraph $G$, each edge belongs either to a (directed) circuit or to a directed cut. Moreover the following statements are equivalent:

(a) $G$ is strongly connected.
(b) $G$ contains no directed cut.
(c) $G$ is connected and each edge of $G$ belongs to a circuit.

Proof: The first statement follows directly from Minty’s Lemma 2.6 by colouring all edges black. This also proves (b)$\Rightarrow$(c).

(a)$\Rightarrow$(b) follows from Proposition 2.3(b).

(c)$\Rightarrow$(a): Let $r \in V(G)$ be an arbitrary vertex. We prove that there is an $r$-$v$-path for each $v \in V(G)$. Suppose this is not true, then by Proposition 2.3(b) there is some $X \subset V(G)$ with $r \in X$ and $\delta^+(X) = \emptyset$. Since $G$ is connected, we have $\delta^+(X) \cup \delta^-(X) \neq \emptyset$ (by Proposition 2.3(a)), so let $e \in \delta^-(X)$. But then $e$ cannot belong to a circuit since no edge leaves $X$. \qed

Corollary 2.7 and Theorem 2.5 imply that a digraph is strongly connected if and only if it contains for each vertex $v$ a spanning arborescence rooted at $v$.

A digraph is called acyclic if it contains no (directed) circuit. So by Corollary 2.7 a digraph is acyclic if and only if each edge belongs to a directed cut. Moreover,
a digraph is acyclic if and only if its strongly connected components are the singletons. The vertices of an acyclic digraph can be ordered in a nice way:

**Definition 2.8.** Let $G$ be a digraph. A **topological order** of $G$ is an order of the vertices $V(G) = \{v_1, \ldots, v_n\}$ such that for each edge $(v_i, v_j) \in E(G)$ we have $i < j$.

**Proposition 2.9.** A digraph has a topological order if and only if it is acyclic.

**Proof:** If a digraph has a circuit, it clearly cannot have a topological order. We show the converse by induction on the number of edges. If there are no edges, every order is topological. Otherwise let $e \in E(G)$; by Corollary 2.7 $e$ belongs to a directed cut $\delta^+(X)$. Then a topological order of $G[X]$ followed by a topological order of $G - X$ (both exist by the induction hypothesis) is a topological order of $G$.  

Circuits and cuts also play an important role in algebraic graph theory. For a graph $G$ we associate a vector space $\mathbb{R}^{E(G)}$ whose elements are vectors $(x_e)_{e \in E(G)}$ with $|E(G)|$ real components. Following Berge [1985] we shall now briefly discuss two linear subspaces which are particularly important.

Let $G$ be a digraph. We associate a vector $\zeta(C) \in \{-1, 0, 1\}^{E(G)}$ with each undirected circuit $C$ in $G$ by setting $\zeta(C)_e = 0$ for $e \notin E(C)$, and setting $\zeta(C)_e \in \{-1, 1\}$ for $e \in E(C)$ such that reorienting all edges $e$ with $\zeta(C)_e = -1$ results in a directed circuit. Similarly, we associate a vector $\zeta(D) \in \{-1, 0, 1\}^{E(G)}$ with each undirected cut $D = \delta(X)$ in $G$ by setting $\zeta(D)_e = 0$ for $e \notin D$, $\zeta(D)_e = -1$ for $e \in \delta^-(X)$ and $\zeta(D)_e = 1$ for $e \in \delta^+(X)$. Note that these vectors are properly defined only up to multiplication by $-1$. However, the subspaces of the vector space $\mathbb{R}^{E(G)}$ generated by the set of vectors associated with the undirected circuits and by the set of vectors associated with the undirected cuts in $G$ are properly defined; they are called the **cycle space** and the **cocycle space** of $G$, respectively.

**Proposition 2.10.** The cycle space and the cocycle space are orthogonal to each other.

**Proof:** Let $C$ be any undirected circuit and $D = \delta(X)$ be any undirected cut. We claim that the scalar product of $\zeta(C)$ and $\zeta(D)$ is zero. Since reorienting any edge does not change the scalar product we may assume that $D$ is a directed cut. But then the result follows from observing that any circuit enters a set $X$ the same number of times as it leaves $X$.  

We shall now show that the sum of the dimensions of the cycle space and the cocycle space is $|E(G)|$, the dimension of the whole space. A set of undirected circuits (undirected cuts) is called a **cycle basis** (a **cocycle basis**) if the associated vectors form a basis of the cycle space (the cocycle space, respectively). Let $G$ be a graph (directed or undirected) and $T$ a maximal subgraph without an undirected circuit. For each $e \in E(G) \setminus E(T)$ we call the unique undirected circuit in $T + e$ the **fundamental circuit** of $e$ with respect to $T$. Moreover, for each $e \in E(T)$
there is a set $X \subseteq V(G)$ with $\delta_G(X) \cap E(T) = \{e\}$ (consider a component of $T - e$); we call $\delta_G(X)$ the **fundamental cut** of $e$ with respect to $T$.

**Theorem 2.11.** Let $G$ be a digraph and $T$ a maximal subgraph without an undirected circuit. The $|E(G) \setminus E(T)|$ fundamental circuits with respect to $T$ form a cycle basis of $G$, and the $|E(T)|$ fundamental cuts with respect to $T$ form a cocycle basis of $G$.

**Proof:** The vectors associated with the fundamental circuits are linearly independent since each fundamental circuit contains an element not belonging to any other. The same holds for the fundamental cuts. Since the vector spaces are orthogonal to each other by Proposition 2.10, the sum of their dimensions cannot exceed $|E(G)| = |E(G) \setminus E(T)| + |E(T)|$.  

The fundamental cuts have a nice property which we shall exploit quite often and which we shall discuss now. Let $T$ be a digraph whose underlying undirected graph is a tree. Consider the family $\mathcal{F} := \{C_e : e \in E(T)\}$, where for $e = (x, y) \in E(T)$ we denote by $C_e$ the connected component of $T - e$ containing $y$ (so $\delta(C_e)$ is the fundamental cut of $e$ with respect to $T$). If $T$ is an arborescence, then any two elements of $\mathcal{F}$ are either disjoint or one is a subset of the other. In general $\mathcal{F}$ is at least cross-free:

**Definition 2.12.** A **set system** is a pair $(U, \mathcal{F})$, where $U$ is a nonempty finite set and $\mathcal{F}$ a family of subsets of $U$. $(U, \mathcal{F})$ is **cross-free** if for any two sets $X, Y \in \mathcal{F}$, at least one of the four sets $X \setminus Y$, $Y \setminus X$, $X \cap Y$, $U \setminus (X \cup Y)$ is empty. $(U, \mathcal{F})$ is **laminar** if for any two sets $X, Y \in \mathcal{F}$, at least one of the three sets $X \setminus Y$, $Y \setminus X$, $X \cap Y$ is empty.

In the literature set systems are also known as hypergraphs. See Figure 2.1(a) for an illustration of the laminar family $\{\{a\}, \{b, c\}, \{a, b, c\}, \{a, b, c, d\}, \{f\}, \{f, g\}\}$. Another word used for laminar is **nested**.

---
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Fig. 2.1.
Whether a set system \((U, F)\) is laminar does not depend on \(U\), so we sometimes simply say that \(F\) is a laminar family. However, whether a set system is cross-free can depend on the ground set \(U\). If \(U\) contains an element that does not belong to any set of \(F\), then \(F\) is cross-free if and only if it is laminar. Let \(r \in U\) be arbitrary. It follows directly from the definition that a set system \((U, F)\) is cross-free if and only if
\[
F' := \{X \in F : r \notin X\} \cup \{U \setminus X : X \in F, r \in X\}
\]
is laminar. Hence cross-free families are sometimes depicted similarly to laminar families: for example, Figure 2.2(a) shows the cross-free family \(\{\{b, c, d, e, f\}, \{c\}, \{a, b, c\}, \{e\}, \{a, b, c, d, f\}, \{e, f\}\}\); a square corresponds to the set containing all elements outside.

(a) (b)
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While oriented trees lead to cross-free families the converse is also true: every cross-free family can be represented by a tree in the following sense:

**Definition 2.13.** Let \(T\) be a digraph such that the underlying undirected graph is a tree. Let \(U\) be a finite set and \(\varphi : U \to V(T)\). Let \(F := \{S_e : e \in E(T)\}\), where for \(e = (x, y)\) we define
\[
S_e := \{s \in U : \varphi(s) \text{ is in the same connected component of } T - e \text{ as } y\}.
\]
Then \((T, \varphi)\) is called a tree-representation of \((U, F)\).

See Figures 2.1(b) and 2.2(b) for examples.

**Proposition 2.14.** Let \((U, F)\) be a set system with a tree-representation \((T, \varphi)\). Then \((U, F)\) is cross-free. If \(T\) is an arborescence, then \((U, F)\) is laminar. Moreover, every cross-free family has a tree-representation, and for laminar families, an arborescence can be chosen as \(T\).
Proof: If \((T, \varphi)\) is a tree-representation of \((U, \mathcal{F})\) and \(e = (v, w), f = (x, y) \in E(T)\), we have an undirected \(v\)-\(x\)-path \(P\) in \(T\) (ignoring the orientations). There are four cases: If \(w, y \notin V(P)\) then \(S_e \cap S_f = \emptyset\) (since \(T\) contains no circuit). If \(w \notin V(P)\) and \(y \in V(P)\) then \(S_e \subseteq S_f\). If \(y \notin V(P)\) and \(w \in V(P)\) then \(S_f \subseteq S_e\). If \(w, y \in V(P)\) then \(S_e \cup S_f = U\). Hence \((U, \mathcal{F})\) is cross-free. If \(T\) is an arborescence, the last case cannot occur (otherwise at least one vertex of \(P\) would have two entering edges), so \(\mathcal{F}\) is laminar.

To prove the converse, let \(\mathcal{F}\) first be a laminar family. We define \(V(T) := \mathcal{F} \cup \{r\}\),

\[ E' := \{(X, Y) \in \mathcal{F} \times \mathcal{F} : X \supseteq Y \neq \emptyset \text{ and there is no } Z \in \mathcal{F} \text{ with } X \supseteq Z \supseteq Y\} \]

and \(E(T) := E' \cup \{(r, X) : X \text{ is a maximal element of } \mathcal{F}\}\). If \(\emptyset \in \mathcal{F}\) and \(\mathcal{F} \neq \{\emptyset\}\), we choose a minimal nonempty element \(X \in \mathcal{F}\) arbitrarily and add the edge \((X, \emptyset)\) to \(E(T)\). We set \(\varphi(x) := X\), where \(x\) is the minimal set in \(\mathcal{F}\) containing \(x\), and \(\varphi(x) := r\) if no set in \(\mathcal{F}\) contains \(x\). Obviously, \(T\) is an arborescence rooted at \(r\), and \((T, \varphi)\) is a tree-representation of \(\mathcal{F}\).

Now let \(\mathcal{F}\) be a cross-free family of subsets of \(U\). Let \(r \in U\). As noted above,

\[ \mathcal{F}' := \{X \in \mathcal{F} : r \notin X\} \cup \{U \setminus X : X \in \mathcal{F}, r \in X\} \]

is laminar, so let \((T, \varphi)\) be a tree-representation of \((U, \mathcal{F}')\). Now for an edge \(e \in E(T)\) there are three cases: If \(S_e \in \mathcal{F}\) and \(U \setminus S_e \in \mathcal{F}\), we replace the edge \(e = (x, y)\) by two edges \((x, z)\) and \((y, z)\), where \(z\) is a new vertex. If \(S_e \notin \mathcal{F}\) and \(U \setminus S_e \in \mathcal{F}\), we replace the edge \(e = (x, y)\) by \((y, x)\). If \(S_e \in \mathcal{F}\) and \(U \setminus S_e \notin \mathcal{F}\), we do nothing. Let \(T'\) be the resulting graph. Then \((T', \varphi)\) is a tree-representation of \((U, \mathcal{F})\).

The above result is mentioned by Edmonds and Giles [1977] but was probably known earlier.

**Corollary 2.15.** A laminar family of distinct subsets of \(U\) has at most \(2|U|\) elements. A cross-free family of distinct subsets of \(U\) has at most \(4|U| - 2\) elements.

**Proof:** We first consider a laminar family \(\mathcal{F}\) of distinct nonempty proper subsets of \(U\). We prove that \(|\mathcal{F}| \leq 2|U| - 2\). Let \((T, \varphi)\) be a tree-representation, where \(T\) is an arborescence whose number of vertices is as small as possible. For every \(w \in V(T)\) we have either \(|\delta^+(w)| \geq 2\) or there exists an \(x \in U\) with \(\varphi(x) = w\) or both. (For the root this follows from \(U \notin \mathcal{F}\), for the leaves from \(\emptyset \notin \mathcal{F}\), for all other vertices from the minimality of \(T\).)

There can be at most \(|U|\) vertices \(w\) with \(\varphi(x) = w\) for some \(x \in U\) and at most \(\left\lceil \frac{|E(T)|}{2} \right\rceil\) vertices \(w\) with \(|\delta^+(w)| \geq 2\). So \(|E(T)| + 1 = |V(T)| \leq |U| + \left\lceil \frac{|E(T)|}{2} \right\rceil\) and thus \(|\mathcal{F}| = |E(T)| \leq 2|U| - 2\).

Now let \((U, \mathcal{F})\) be a cross-free family with \(\emptyset, U \notin \mathcal{F}\), and let \(r \in U\). Since

\[ \mathcal{F}' := \{X \in \mathcal{F} : r \notin X\} \cup \{U \setminus X : X \in \mathcal{F}, r \in X\} \]

is laminar, we have \(|\mathcal{F}'| \leq 2|U| - 2\). Hence \(|\mathcal{F}| \leq 2|\mathcal{F}'| \leq 4|U| - 4\). The proof is concluded by taking \(\emptyset\) and \(U\) as possible members of \(\mathcal{F}\) into account.


## 2.3 Connectivity

Connectivity is a very important concept in graph theory. For many problems it suffices to consider connected graphs, since otherwise we can solve the problem for each connected component separately. So it is a fundamental task to detect the connected components of a graph. The following simple algorithm finds a path from a specified vertex \( s \) to all other vertices that are reachable from \( s \). It works for both directed and undirected graphs. In the undirected case it builds a maximal tree containing \( s \); in the directed case it constructs a maximal arborescence rooted at \( s \).

**Graph Scanning Algorithm**

**Input:** A graph \( G \) (directed or undirected) and some vertex \( s \).

**Output:** The set \( R \) of vertices reachable from \( s \), and a set \( T \subseteq E(G) \) such that \((R, T)\) is an arborescence rooted at \( s \), or a tree.

1. Set \( R := \{s\}, Q := \{s\} \) and \( T := \emptyset \).
2. If \( Q = \emptyset \) then stop, else choose a \( v \in Q \).
3. Choose a \( w \in V(G) \setminus R \) with \( e = (v, w) \in E(G) \) or \( e = \{v, w\} \in E(G) \).
   If there is no such \( w \) then set \( Q := Q \setminus \{v\} \) and go to 2.
4. Set \( R := R \cup \{w\}, Q := Q \cup \{w\} \) and \( T := T \cup \{e\} \). Go to 2.

**Proposition 2.16.** The Graph Scanning Algorithm works correctly.

**Proof:** At any time, \((R, T)\) is a tree or an arborescence rooted at \( s \). Suppose at the end there is a vertex \( w \in V(G) \setminus R \) that is reachable from \( s \). Let \( P \) be an \( s-w \)-path, and let \( \{x, y\} \) or \( (x, y) \) be an edge of \( P \) with \( x \in R \) and \( y \notin R \).

Since \( x \) has been added to \( R \), it also has been added to \( Q \) at some time during the execution of the algorithm. The algorithm does not stop before removing \( x \) from \( Q \). But this is done in 3 only if there is no edge \( \{x, y\} \) or \( (x, y) \) with \( y \notin R \). \( \Box \)

Since this is the first graph algorithm in this book we discuss some implementation issues. The first question is how the graph is given. There are several natural ways. For example, one can think of a matrix with a row for each vertex and a column for each edge. The **incidence matrix** of an undirected graph \( G \) is the matrix \( A = (a_{v,e})_{v \in V(G), e \in E(G)} \) where

\[
a_{v,e} = \begin{cases} 
1 & \text{if } v \in e \\
0 & \text{if } v \notin e
\end{cases}
\]

The **incidence matrix** of a digraph \( G \) is the matrix \( A = (a_{v,(x,y)})_{v \in V(G), e \in E(G)} \) where

\[
a_{v,(x,y)} = \begin{cases} 
-1 & \text{if } v = x \\
1 & \text{if } v = y \\
0 & \text{if } v \notin \{x, y\}
\end{cases}
\]


Of course this is not very efficient since each column contains only two nonzero entries. The space needed for storing an incidence matrix is obviously \( O(nm) \), where \( n := |V(G)| \) and \( m := |E(G)| \).

A better way seems to be having a matrix whose rows and columns are indexed by the vertex set. The **adjacency matrix** of a simple graph \( G \) is the 0-1-matrix

\[
A = (a_{v,w})_{v,w \in V(G)}, \quad a_{v,w} = 1 \text{ if } \{v,w\} \in E(G) \text{ or } (v,w) \in E(G).
\]

For graphs with parallel edges we can define \( a_{v,w} \) to be the number of edges from \( v \) to \( w \). An adjacency matrix requires \( O(n^2) \) space for simple graphs.

The adjacency matrix is appropriate if the graph is **dense**, i.e. has \( \Theta(n^2) \) edges (or more). For **sparse** graphs, say with \( O(n) \) edges only, one can do much better. Besides storing the number of vertices we can simply store a list of the edges, for each edge noting its endpoints. If we address each vertex by a number from 1 to \( n \), the space needed for each edge is \( O(\log n) \). Hence we need \( O(m \log n) \) space altogether.

Just storing the edges in an arbitrary order is not very convenient. Almost all graph algorithms require finding the edges incident to a given vertex. Thus one should have a list of incident edges for each vertex. In case of directed graphs, two lists, one for entering edges and one for leaving edges, are appropriate. This data structure is called **adjacency list**; it is the most customary one for graphs. For direct access to the list(s) of each vertex we have pointers to the heads of all lists; these can be stored with \( O(n \log m) \) additional bits. Hence the total number of bits required for an adjacency list is \( O(n \log m + m \log n) \).

Whenever a graph is part of the input of an algorithm in this book, we assume that the graph is given by an adjacency list.

As for elementary operations on numbers (see Section 1.2), we assume that elementary operations on vertices and edges take constant time only. This includes scanning an edge, identifying its ends and accessing the head of the adjacency list for a vertex. The running time will be measured by the parameters \( n \) and \( m \), and an algorithm running in \( O(m + n) \) time is called linear.

We shall always use the letters \( n \) and \( m \) for the number of vertices and the number of edges. For many graph algorithms it causes no loss of generality to assume that the graph at hand is simple and connected; hence \( n - 1 \leq m < n^2 \). Among parallel edges we often have to consider only one, and different connected components can often be analyzed separately. The preprocessing can be done in linear time in advance; see Exercise 13 and the following.

We can now analyze the running time of the **Graph Scanning Algorithm**:

**Proposition 2.17.** The **Graph Scanning Algorithm** can be implemented to run in \( O(m+n) \) time. The connected components of a graph can be determined in linear time.

**Proof:** We assume that \( G \) is given by an adjacency list. For each vertex \( x \) we introduce a pointer \( \text{current}(x) \), indicating the current edge in the list containing all edges in \( \delta(x) \) or \( \delta^+(x) \) (this list is part of the input). Initially \( \text{current}(x) \) is set to the first element of the list. In \( \text{③} \), the pointer moves forward. When the end of
the list is reached, $x$ is removed from $Q$ and will never be inserted again. So the overall running time is proportional to the number of vertices plus the number of edges, i.e. $O(n + m)$.

To identify the connected components of a graph, we apply the algorithm once and check if $R = V(G)$. If so, the graph is connected. Otherwise $R$ is a connected component, and we apply the algorithm to $(G, s')$ for an arbitrary vertex $s' \in V(G) \setminus R$ (and iterate until all vertices have been scanned, i.e. added to $R$). Again, no edge is scanned twice, so the overall running time remains linear.

An interesting question is in which order the vertices are chosen in 3⃣. Obviously we cannot say much about this order if we do not specify how to choose a $v \in Q$ in 2⃣. Two methods are frequently used; they are called Depth-First Search (DFS) and Breadth-First Search (BFS). In DFS we choose the $v \in Q$ that was the last to enter $Q$. In other words, $Q$ is implemented as a LIFO-stack (last-in-first-out). In BFS we choose the $v \in Q$ that was the first to enter $Q$. Here $Q$ is implemented by a FIFO-queue (first-in-first-out).

An algorithm similar to DFS has been described already before 1900 by Trémaux and Tarry; see König [1936]. BFS seems to have been mentioned first by Moore [1959]. Trees (in the directed case: arborescences) $(R, T)$ computed by DFS and BFS are called DFS-tree and BFS-tree, respectively. For BFS-trees we note the following important property:

**Proposition 2.18.** A BFS-tree contains a shortest path from $s$ to each vertex reachable from $s$. The values $\text{dist}_G(s, v)$ for all $v \in V(G)$ can be determined in linear time.

**Proof:** We apply BFS to $(G, s)$ and add two statements: initially (in 1⃣ of the Graph Scanning Algorithm) we set $l(s) := 0$, and in 4⃣ we set $l(w) := l(v) + 1$. We obviously have that $l(v) = \text{dist}_{(R, T)}(s, v)$ for all $v \in R$, at any stage of the algorithm. Moreover, if $v$ is the currently scanned vertex (chosen in 2⃣), at this time there is no vertex $w \in R$ with $l(w) > l(v) + 1$ (because the vertices are scanned in an order with nondecreasing $l$-values).

Suppose that when the algorithm terminates there is a vertex $w \in V(G)$ with $\text{dist}_G(s, w) < \text{dist}_{(R, T)}(s, w)$; let $w$ have minimum distance from $s$ in $G$ with this property. Let $P$ be a shortest $s$-$w$-path in $G$, and let $e = (v, w)$ or $e = \{v, w\}$ be the last edge in $P$. We have $\text{dist}_G(s, v) = \text{dist}_{(R, T)}(s, v)$, but $e$ does not belong to $T$. Moreover, $l(w) = \text{dist}_{(R, T)}(s, w) > \text{dist}_G(s, w) = \text{dist}_G(s, v) + 1 = \text{dist}_{(R, T)}(s, v) + 1 = l(v) + 1$. This inequality combined with the above observation proves that $w$ did not belong to $R$ when $v$ was removed from $Q$. But this contradicts 3⃣ because of edge $e$. □

This result will also follow from the correctness of Dijkstra’s Algorithm for the Shortest Path Problem, which can be thought of as a generalization of BFS to the case where we have nonnegative weights on the edges (see Section 7.1).
We now show how to identify the strongly connected components of a digraph. Of course, this can easily be done by using $n$ times DFS (or BFS). However, it is possible to find the strongly connected components by visiting every edge only twice:

**Strongly Connected Component Algorithm**

**Input:** A digraph $G$.

**Output:** A function $\text{comp} : V(G) \to N$ indicating the membership of the strongly connected components.

1. Set $R := \emptyset$. Set $N := 0$.
2. **For** all $v \in V(G)$ **do** If $v \notin R$ then $\text{Visit1}(v)$.
3. Set $R := \emptyset$. Set $K := 0$.
4. **For** $i := |V(G)| \text{ down to } 1$ **do**:
   - **If** $\psi^{-1}(i) \notin R$ then set $K := K + 1$ and $\text{Visit2}(\psi^{-1}(i))$.

---

**Visit1(v)**

1. Set $R := R \cup \{v\}$.
2. **For** all $w \in V(G) \setminus R$ with $(v, w) \in E(G)$ **do** $\text{Visit1}(w)$.
3. Set $N := N + 1$, $\psi(v) := N$ and $\psi^{-1}(N) := v$.

---

**Visit2(v)**

1. Set $R := R \cup \{v\}$.
2. **For** all $w \in V(G) \setminus R$ with $(w, v) \in E(G)$ **do** $\text{Visit2}(w)$.
3. Set $\text{comp}(v) := K$.

Figure 2.3 shows an example: The first DFS scans the vertices in the order $a, g, b, d, e, f$ and produces the arborescence shown in the middle; the numbers are the $\psi$-labels. Vertex $c$ is the only one that is not reachable from $a$; it gets the highest label $\psi(c) = 7$. The second DFS starts with $c$ but cannot reach any other vertex via a reverse edge. So it proceeds with vertex $a$ because $\psi(a) = 6$. Now $b, g$ and $f$ can be reached. Finally $e$ is reached from $d$. The strongly connected components are $\{c\}, \{a, b, f, g\}$ and $\{d, e\}$.

In summary, one DFS is needed to find an appropriate numbering, while in the second DFS the reverse graph is considered and the vertices are processed in decreasing order with respect to this numbering. Each connected component of the second DFS-forest is an anti-arborescence, a graph arising from an arborescence by reversing every edge. We show that these anti-arborescences identify the strongly connected components.
Theorem 2.19. The Strongly Connected Component Algorithm identifies the strongly connected components correctly in linear time.

Proof: The running time is obviously $O(n + m)$. Of course, vertices of the same strongly connected component are always in the same component of any DFS-forest, so they get the same $\text{comp}$-value. We have to prove that two vertices $u$ and $v$ with $\text{comp}(u) = \text{comp}(v)$ indeed lie in the same strongly connected component. Let $r(u)$ and $r(v)$ be the vertex reachable from $u$ and $v$ with the highest $\psi$-label, respectively. Since $\text{comp}(u) = \text{comp}(v)$, i.e. $u$ and $v$ lie in the same anti-arborescence of the second DFS-forest, $r := r(u) = r(v)$ is the root of this anti-arborescence. So $r$ is reachable from both $u$ and $v$.

Since $r$ is reachable from $u$ and $\psi(r) \geq \psi(u)$, $r$ has not been added to $R$ after $u$ in the first DFS, and the first DFS-forest contains an $r$-$u$-path. In other words, $u$ is reachable from $r$. Analogously, $v$ is reachable from $r$. Altogether, $u$ is reachable from $v$ and vice versa, proving that indeed $u$ and $v$ belong to the same strongly connected component. \qed

It is interesting that this algorithm also solves another problem: finding a topological order of an acyclic digraph. Observe that contracting the strongly connected components of any digraph yields an acyclic digraph. By Proposition 2.9 this acyclic digraph has a topological order. In fact, such an order is given by the numbers $\text{comp}(v)$ computed by the Strongly Connected Component Algorithm:

Theorem 2.20. The Strongly Connected Component Algorithm determines a topological order of the digraph resulting from contracting each strongly connected component of $G$. In particular, we can for any given digraph either find a topological order or decide that none exists in linear time.

Proof: Let $X$ and $Y$ be two strongly connected components of a digraph $G$, and suppose the Strongly Connected Component Algorithm computes $\text{comp}(x) = k_1$ for $x \in X$ and $\text{comp}(y) = k_2$ for $y \in Y$ with $k_1 < k_2$. We claim that $E^+_G(Y, X) = \emptyset$.

Suppose that there is an edge $(y, x) \in E(G)$ with $y \in Y$ and $x \in X$. All vertices in $X$ are added to $R$ in the second DFS before the first vertex of $Y$ is
added. In particular we have \( x \in R \) and \( y \notin R \) when the edge \((y, x)\) is scanned in the second DFS. But this means that \( y \) is added to \( R \) before \( K \) is incremented, contradicting \( \text{comp}(y) \neq \text{comp}(x) \).

Hence the \( \text{comp} \)-values computed by the **Strongly Connected Component Algorithm** determine a topological order of the digraph resulting from contracting the strongly connected components. The second statement of the theorem now follows from Proposition 2.9 and the observation that a digraph is acyclic if and only if its strongly connected components are the singletons. □

The first linear-time algorithm that identifies the strongly connected components was given by Tarjan [1972]. The problem of finding a topological order (or deciding that none exists) was solved earlier (Kahn [1962], Knuth [1968]). Both BFS and DFS occur as subroutines in many other combinatorial algorithms. Some examples will reappear in later chapters.

Sometimes one is interested in higher connectivity. Let \( k \geq 2 \). An undirected graph with more than \( k \) vertices and the property that it remains connected even if we delete any \( k - 1 \) vertices, is called \( k \)-**connected**. A graph with at least two vertices is \( k \)-**edge-connected** if it remains connected after deleting any \( k - 1 \) edges. So a connected graph with at least three vertices is \( 2 \)-connected (2-edge-connected) if and only if it has no articulation vertex (no bridge, respectively).

The largest \( k \) and \( l \) such that a graph \( G \) is \( k \)-connected and \( l \)-edge-connected are called the **vertex-connectivity** and **edge-connectivity** of \( G \). Here we say that a graph is 1-connected (and 1-edge-connected) if it is connected. A disconnected graph has vertex-connectivity and edge-connectivity zero.

The **blocks** of an undirected graph are its maximal connected subgraphs without articulation vertex. Thus each block is either a maximal 2-connected subgraph, or consists of a bridge or an isolated vertex. Two blocks have at most one vertex in common, and a vertex belonging to more than one block is an articulation vertex. The blocks of an undirected graph can be determined in linear time quite similarly to the **Strongly Connected Component Algorithm**; see Exercise 16. Here we prove a nice structure theorem for 2-connected graphs. We construct graphs from a single vertex by sequentially adding ears:

**Definition 2.21.** Let \( G \) be a graph (directed or undirected). An **ear-decomposition** of \( G \) is a sequence \( r, P_1, \ldots, P_k \) with \( G = ([r], \emptyset) + P_1 + \cdots + P_k \), such that each \( P_i \) is either a path where exactly the endpoints belong to \( \{ r \} \cup V(P_1) \cup \cdots \cup V(P_{i-1}) \), or a circuit where exactly one of its vertices belongs to \( \{ r \} \cup V(P_1) \cup \cdots \cup V(P_{i-1}) \) \((i \in \{1, \ldots, k\})\).

\( P_1, \ldots, P_k \) are called **ears**. If \( k \geq 1 \), \( P_1 \) is a circuit of length at least three, and \( P_2, \ldots, P_k \) are paths, then the ear-decomposition is called **proper**.

**Theorem 2.22.** (Whitney [1932]) An undirected graph is 2-connected if and only if it has a proper ear-decomposition.

**Proof:** Evidently a circuit of length at least three is 2-connected. Moreover, if \( G \) is 2-connected, then so is \( G + P \), where \( P \) is an \( x \)-\( y \)-path, \( x, y \in V(G) \) and \( x \neq y \):
deleting any vertex does not destroy connectivity. We conclude that a graph with a proper ear-decomposition is 2-connected.

To show the converse, let $G$ be a 2-connected graph. Let $G'$ be the maximal simple subgraph of $G$; evidently $G'$ is also 2-connected. Hence $G'$ cannot be a tree; i.e. it contains a circuit. Since it is simple, $G'$, and thus $G$, contains a circuit of length at least three. So let $H$ be a maximal subgraph of $G$ that has a proper ear-decomposition; $H$ exists by the above consideration.

Suppose $H$ is not spanning. Since $G$ is connected, we then know that there exists an edge $e = \{x, y\} \in E(G)$ with $x \in V(H)$ and $y \notin V(H)$. Let $z$ be a vertex in $V(H) \setminus \{x\}$. Since $G - x$ is connected, there exists a path $P$ from $y$ to $z$ in $G - x$. Let $z'$ be the first vertex on this path, when traversed from $y$, that belongs to $V(H)$. Then $P_{\{y, z'\}} + e$ can be added as an ear, contradicting the maximality of $H$.

Thus $H$ is spanning. Since each edge of $E(G) \setminus E(H)$ can be added as an ear, we conclude that $H = G$. 

See Exercise 17 for similar characterizations of 2-edge-connected graphs and strongly connected digraphs.

### 2.4 Eulerian and Bipartite Graphs

Euler’s work on the problem of traversing each of the seven bridges of Königsberg exactly once was the origin of graph theory. He showed that the problem had no solution by defining a graph, asking for a walk containing all edges, and observing that more than two vertices had odd degree. Although Euler neither proved sufficiency nor considered the case explicitly in which we ask for a closed walk, the following result is usually attributed to him.

**Definition 2.23.** An Eulerian walk in a graph $G$ is a closed walk containing every edge. An undirected graph $G$ is called Eulerian if the degree of each vertex is even. A digraph $G$ is Eulerian if $|\delta^-(v)| = |\delta^+(v)|$ for each $v \in V(G)$.

**Theorem 2.24.** (Euler [1736], Hierholzer [1873]) A connected graph has an Eulerian walk if and only if it is Eulerian.

**Proof:** The necessity of the degree conditions is obvious, the sufficiency is proved by the following algorithm (Theorem 2.25).

The algorithm accepts as input only connected Eulerian graphs. Note that one can check in linear time whether a given graph is connected (Theorem 2.17) and Eulerian (trivial). The algorithm first chooses an initial vertex, then calls a recursive procedure. We first describe it for undirected graphs:

<table>
<thead>
<tr>
<th>Euler’s Algorithm</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Input:</strong> An undirected connected Eulerian graph $G$.</td>
</tr>
<tr>
<td><strong>Output:</strong> An Eulerian walk $W$ in $G$.</td>
</tr>
</tbody>
</table>
Choose $v_1 \in V(G)$ arbitrarily. Return $W := \text{EULER}(G, v_1)$.

EULER($G, v_1$)

1. Set $W := v_1$ and $x := v_1$.
2. If $\delta(x) = \emptyset$ then go to 4.
   
   Else let $e \in \delta(x)$, say $e = \{x, y\}$.
4. Let $v_1, e_1, v_2, e_2, \ldots, v_k, e_k, v_{k+1}$ be the sequence $W$.
   
   For $i := 1$ to $k$ do: Set $W_i := \text{EULER}(G, v_i)$.
5. Set $W := W_1, e_1, W_2, e_2, \ldots, W_k, e_k, v_{k+1}$. Return $W$.

For digraphs, 2 has to be replaced by:

2. If $\delta^+(x) = \emptyset$ then go to 4.
   
   Else let $e \in \delta^+(x)$, say $e = (x, y)$.

Theorem 2.25. EULER’S ALGORITHM works correctly. Its running time is $O(m + n)$, where $n = |V(G)|$ and $m = |E(G)|$.

Proof: We use induction on $|E(G)|$, the case $E(G) = \emptyset$ being trivial.

Because of the degree conditions, $v_{k+1} = x = v_1$ when 4 is executed. So at this stage $W$ is a closed walk. Let $G'$ be the graph $G$ at this stage. $G'$ also satisfies the degree constraints.

For each edge $e \in E(G')$ there exists a minimum $i \in \{1, \ldots, k\}$ such that $e$ is in the same connected component of $G'$ as $v_i$. Then by the induction hypothesis $e$ belongs to $W_i$. So the closed walk $W$ composed in 5 is indeed Eulerian.

The running time is linear, because each edge is deleted immediately after being examined.

EULER’S ALGORITHM will be used several times as a subroutine in later chapters. Sometimes one is interested in making a given graph Eulerian by adding or contracting edges. Let $G$ be an undirected graph and $F$ a family of unordered pairs of $V(G)$ (edges or not). $F$ is called an odd join if $(V(G), E(G) \cup F)$ is Eulerian. $F$ is called an odd cover if the graph which results from $G$ by successively contracting each $e \in F$ is Eulerian. Both concepts are equivalent in the following sense.

Theorem 2.26. (Aoshima and Iri [1977]) Let $G$ be an undirected graph.

(a) Every odd join is an odd cover.

(b) Every minimal odd cover is an odd join.

Proof: To prove (a), let $F$ be an odd join. We build a graph $G'$ by contracting the connected components of $(V(G), F)$ in $G$. Each of these connected components contains an even number of odd-degree vertices (with respect to $F$ and thus with
respect to $G$, because $F$ is an odd join). So the resulting graph has even degrees only. Thus $F$ is an odd cover.

To prove (b), let $F$ be a minimal odd cover. Because of the minimality, $(V(G), F)$ is a forest. We have to show that $|\delta_F(v)| \equiv |\delta_G(v)| \pmod{2}$ for each $v \in V(G)$. So let $v \in V(G)$. Let $C_1, \ldots, C_k$ be the connected components of $(V(G), F) - v$ that contain a vertex $w$ with $\{v, w\} \in F$. Since $F$ is a forest, $k = |\delta_F(v)|$.

As $F$ is an odd cover, contracting $X := V(C_1) \cup \cdots \cup V(C_k) \cup \{v\}$ in $G$ yields a vertex of even degree, i.e. $|\delta_G(X)|$ is even. On the other hand, because of the minimality of $F$, $F \setminus \{\{v, w\}\}$ is not an odd cover (for any $w$ with $\{v, w\} \in F$), so $|\delta_G(V(C_i))|$ is odd for $i = 1, \ldots, k$. Since

$$\sum_{i=1}^{k} |\delta_G(V(C_i))| = |\delta_G(X)| + |\delta_G(v)| - 2|E_G(\{v\}, V(G) \setminus X)| + 2 \sum_{1 \leq i < j \leq k} |E_G(C_i, C_j)|,$$

we conclude that $k$ has the same parity as $|\delta_G(v)|$. 

We shall return to the problem of making a graph Eulerian in Section 12.2.

A bipartition of an undirected graph $G$ is a partition of the vertex set $V(G) = A \cup B$ such that the subgraphs induced by $A$ and $B$ are both empty. A graph is called bipartite if it has a bipartition. The simple bipartite graph $G$ with $V(G) = A \cup B$, $|A| = n$, $|B| = m$ and $E(G) = \{\{a, b\} : a \in A, b \in B\}$ is denoted by $K_{n,m}$ (the complete bipartite graph). When we write $G = (A \cup B, E(G))$, we mean that $G[A]$ and $G[B]$ are both empty.

**Proposition 2.27.** (König [1916]) An undirected graph is bipartite if and only if it contains no circuit of odd length. There is a linear-time algorithm which, given an undirected graph $G$, either finds a bipartition or an odd circuit.

**Proof:** Suppose $G$ is bipartite with bipartition $V(G) = A \cup B$, and the closed walk $v_1, e_1, v_2, \ldots, v_k, e_k, v_{k+1}$ defines some circuit in $G$. W.l.o.g. $v_1 \in A$. But then $v_2 \in B$, $v_3 \in A$, and so on. We conclude that $v_i \in A$ if and only if $i$ is odd. But $v_k+1 = v_1$, so $k$ must be even.

To prove the sufficiency, we may assume that $G$ is connected, since a graph is bipartite iff each connected component is (and the connected components can be determined in linear time; Proposition 2.17). We choose an arbitrary vertex $s \in V(G)$ and apply BFS to $(G, s)$ in order to obtain the distances from $s$ to $v$ for all $v \in V(G)$ (see Proposition 2.18). Let $T$ be the resulting BFS-tree. Define $A := \{v \in V(G) : \text{dist}_G(s, v) \text{ is even}\}$ and $B := V(G) \setminus A$.

If there is an edge $e = \{x, y\}$ in $G[A]$ or $G[B]$, the $x$-$y$-path in $T$ together with $e$ forms an odd circuit in $G$. If there is no such edge, we have a bipartition. 

\[ \square \]
2.5 Planarity

We often draw graphs in the plane. A graph is called planar if it can be drawn such that no pair of edges intersect. To formalize this concept we need the following topological terms:

**Definition 2.28.** A simple Jordan curve is the image of a continuous injective function $\varphi : [0, 1] \to \mathbb{R}^2$; its endpoints are $\varphi(0)$ and $\varphi(1)$. A closed Jordan curve is the image of a continuous function $\varphi : [0, 1] \to \mathbb{R}^2$ with $\varphi(0) = \varphi(1)$ and $\varphi(\tau) \neq \varphi(\tau')$ for $0 \leq \tau < \tau' < 1$. A polygonal arc is a simple Jordan curve which is the union of finitely many intervals (straight line segments). A polygon is a closed Jordan curve which is the union of finitely many intervals.

Let $R = \mathbb{R}^2 \setminus J$, where $J$ is the union of finitely many intervals. We define the connected regions of $R$ as equivalence classes where two points in $R$ are equivalent if they can be joined by a polygonal arc within $R$.

**Definition 2.29.** A planar embedding of a graph $G$ consists of an injective mapping $\psi : V(G) \to \mathbb{R}^2$ and for each $e = \{x, y\} \in E(G)$ a polygonal arc $J_e$ with endpoints $\psi(x)$ and $\psi(y)$, such that for each $e = \{x, y\} \in E(G)$:

$$(J_e \setminus \{\psi(x), \psi(y)\}) \cap \left(\{\psi(v) : v \in V(G)\} \cup \bigcup_{e' \in E(G) \setminus \{e\}} J_{e'}\right) = \emptyset.$$

A graph is called planar if it has a planar embedding.

Let $G$ be a (planar) graph with some fixed planar embedding $\Phi = (\psi, (J_e)_{e \in E(G)})$. After removing the points and polygonal arcs from the plane, the remainder,

$$R := \mathbb{R}^2 \setminus \left(\{\psi(v) : v \in V(G)\} \cup \bigcup_{e \in E(G)} J_e\right),$$

splits into open connected regions, called faces of $\Phi$.

For example, $K_4$ is obviously planar but it will turn out that $K_5$ is not planar. Exercise 23 shows that restricting ourselves to polygonal arcs instead of arbitrary Jordan curves makes no substantial difference. We will show later that for simple graphs it is indeed sufficient to consider straight line segments only.

Our aim is to characterize planar graphs. Following Thomassen [1981], we first prove the following topological fact, a version of the Jordan curve theorem:

**Theorem 2.30.** If $J$ is a polygon, then $\mathbb{R}^2 \setminus J$ splits into exactly two connected regions, each of which has $J$ as its boundary. If $J$ is a polygonal arc, then $\mathbb{R}^2 \setminus J$ has only one connected region.

**Proof:** Let $J$ be a polygon, $p \in \mathbb{R}^2 \setminus J$ and $q \in J$. Then there exists a polygonal arc in $(\mathbb{R}^2 \setminus J) \cup \{q\}$ joining $p$ and $q$: starting from $p$, one follows the straight line towards $q$ until one gets close to $J$, then one proceeds within the vicinity of $J$. 
(We use the elementary topological fact that disjoint compact sets have a positive distance from each other.) We conclude that \( p \) is in the same connected region of \( \mathbb{R}^2 \setminus J \) as points arbitrarily close to \( q \).

\( J \) is the union of finitely many intervals; one or two of these intervals contain \( q \). Let \( \epsilon > 0 \) such that the ball with center \( q \) and radius \( \epsilon \) contains no other interval; then clearly this ball intersects at most two connected regions. Since \( p \in \mathbb{R}^2 \setminus J \) and \( q \in J \) were chosen arbitrarily, we conclude that there are at most two regions and each region has \( J \) as its boundary.

Since the above also holds if \( J \) is a polygonal arc and \( q \) is an endpoint of \( J \), \( \mathbb{R}^2 \setminus J \) has only one connected region in this case.

Returning to the case when \( J \) is a polygon, it remains to prove that \( \mathbb{R}^2 \setminus J \) has more than one region. For any \( p \in \mathbb{R}^2 \setminus J \) and any angle \( \alpha \) we consider the ray \( l_\alpha \) starting at \( p \) with angle \( \alpha \). \( J \cap l_\alpha \) is a set of points or closed intervals. Let \( cr(p, l_\alpha) \) be the number of these points or intervals that \( J \) enters from a different side of \( l_\alpha \) than to which it leaves (the number of times \( J \) “crosses” \( l_\alpha \); e.g. in Figure 2.4 we have \( cr(p, l_\alpha) = 2 \)).

Note that for any angle \( \alpha \),

\[
\lim_{\epsilon \to 0, \epsilon > 0} cr(p, l_{\alpha + \epsilon}) - cr(p, l_\alpha) + \lim_{\epsilon \to 0, \epsilon < 0} cr(p, l_{\alpha + \epsilon}) - cr(p, l_\alpha)
\]

is twice the number of intervals of \( J \cap l_\alpha \) that \( J \) enters from the same side as to which it leaves. Therefore \( g(p, \alpha) := (cr(p, l_\alpha) \mod 2) \) is a continuous function in \( \alpha \), so it is constant and we denote it by \( g(p) \). Clearly \( g(p) \) is constant for points \( p \) on each straight line not intersecting \( J \), so it is constant within each region. However, \( g(p) \neq g(q) \) for points \( p, q \) such that the straight line segment joining \( p \) and \( q \) intersects \( J \) exactly once. Hence there are indeed two regions. \( \square \)

Exactly one of the faces, the outer face, is unbounded.

**Proposition 2.31.** Let \( G \) be a 2-connected graph with a planar embedding \( \Phi \). Then every face is bounded by a circuit, and every edge is on the boundary of exactly two faces. Moreover, the number of faces is \( |E(G)| - |V(G)| + 2 \).
Proof: By Theorem 2.30 both assertions are true if $G$ is a circuit. For general 2-connected graphs we use induction on the number of edges, using Theorem 2.22. Consider a proper ear-decomposition of $G$, and let $P$ be the last ear, a path with endpoints $x$ and $y$, say. Let $G'$ be the graph before adding the last ear, and let $\Phi'$ be the restriction of $\Phi$ to $G'$.

Let $\Phi = (\psi, (J_e)_{e \in E(G)})$. Let $F'$ be the face of $\Phi'$ containing $\bigcup_{e \in E(P)} J_e \setminus \{\psi(x), \psi(y)\}$. By induction, $F'$ is bounded by a circuit $C$. $C$ contains $x$ and $y$, so $C$ is the union of two $x$-$y$-paths $Q_1, Q_2$ in $G'$. Now we apply Theorem 2.30 to each of the circuits $Q_1 + P$ and $Q_2 + P$. We conclude that

$$F' \cup \{\psi(x), \psi(y)\} = F_1 \cup F_2 \cup \bigcup_{e \in E(P)} J_e$$

and $F_1$ and $F_2$ are two faces of $G$ bounded by the circuits $Q_1 + P$ and $Q_2 + P$, respectively. Hence $G$ has one more face than $G'$. Using $|E(G) \setminus E(G')| = |V(G) \setminus V(G')| + 1$, this completes the induction step. \qed

This proof is due to Tutte. It also implies easily that the circuits bounding the finite faces constitute a cycle basis (Exercise 24). The last statement of Proposition 2.31 is known as Euler’s formula; it holds for general connected graphs:

**Theorem 2.32.** (Euler [1758], Legendre [1794]) For any planar connected graph $G$ with any embedding, the number of faces is $|E(G)| - |V(G)| + 2$.

Proof: We have already proved the statement for 2-connected graphs (Proposition 2.31). Moreover, the assertion is trivial if $|V(G)| = 1$ and follows from Theorem 2.30 if $|E(G)| = 1$. If $|V(G)| = 2$ and $|E(G)| \geq 2$, then we can subdivide one edge $e$, thereby increasing the number of vertices and the number of edges by one and making the graph 2-connected, and apply Proposition 2.31.

So we may now assume that $G$ has an articulation vertex $x$; we proceed by induction on the number of vertices. Let $\Phi$ be an embedding of $G$. Let $C_1, \ldots, C_k$ be the connected components of $G - x$; and let $\Phi_i$ be the restriction of $\Phi$ to $G_i := G[V(C_i) \cup \{x\}]$ for $i = 1, \ldots, k$.

The set of inner (bounded) faces of $\Phi$ is the disjoint union of the sets of inner faces of $\Phi_i$, $i = 1, \ldots, k$. By applying the induction hypothesis to $(G_i, \Phi_i)$, $i = 1, \ldots, k$, we get that the total number of inner faces of $(G, \Phi)$ is

$$\sum_{i=1}^{k} (|E(G_i)| - |V(G_i)| + 1) = |E(G)| - \sum_{i=1}^{k} |V(G_i) \setminus \{x\}| = |E(G)| - |V(G)| + 1.$$ 

Taking the outer face into account concludes the proof. \qed

In particular, the number of faces is independent of the embedding. The average degree of a simple planar graph is less than 6:

**Corollary 2.33.** Let $G$ be a 2-connected simple planar graph whose minimum circuit has length $k$ (we also say that $G$ has girth $k$). Then $G$ has at most $(n-2) \frac{k}{k-2} - 1$ edges. Any simple planar graph with $n \geq 3$ vertices has at most $3n - 6$ edges.
Proof: First assume that $G$ is 2-connected. Let some embedding $\Phi$ of $G$ be given, and let $r$ be the number of faces. By Euler’s formula (Theorem 2.32), $r = |E(G)| - |V(G)| + 2$. By Proposition 2.31, each face is bounded by a circuit, i.e. by at least $k$ edges, and each edge is on the boundary of exactly two faces. Hence $kr \leq 2|E(G)|$. Combining the two results we get $|E(G)| - |V(G)| + 2 \leq \frac{2}{k}|E(G)|$, implying $|E(G)| \leq (n - 2)\frac{k}{k-2}$.

If $G$ is not 2-connected we add edges between non-adjacent vertices to make it 2-connected while preserving planarity. By the first part we have at most $(n-2)\frac{3}{3-2}$ edges, including the new ones.

Now we show that certain graphs are non-planar:

Corollary 2.34. Neither $K_5$ nor $K_{3,3}$ is planar.

Proof: This follows directly from Corollary 2.33: $K_5$ has five vertices but $10 > 3\cdot5 - 6$ edges; $K_{3,3}$ is 2-connected, has girth 4 (as it is bipartite) and $9 > (6 - 2)\frac{4}{4-2}$ edges.

Figure 2.5 shows these two graphs, which are the smallest non-planar graphs. We shall prove that every non-planar graph contains, in a certain sense, $K_5$ or $K_{3,3}$. To make this precise we need the following notion:

Definition 2.35. Let $G$ and $H$ be two undirected graphs. $G$ is a minor of $H$ if there exists a subgraph $H'$ of $H$ and a partition $V(H') = V_1 \cup \cdots \cup V_k$ of its vertex set into connected subsets such that contracting each of $V_1, \ldots, V_k$ yields a graph which is isomorphic to $G$.

In other words, $G$ is a minor of $H$ if it can be obtained from $H$ by a series of operations of the following type: delete a vertex, delete an edge or contract an edge. Since neither of these operations destroys planarity, any minor of a planar graph is planar. Hence a graph which contains $K_5$ or $K_{3,3}$ as a minor cannot be planar. Kuratowski’s Theorem says that the converse is also true. We first consider 3-connected graphs and start with the following lemma (which is the heart of Tutte’s so-called wheel theorem):
Lemma 2.36. (Tutte [1961], Thomassen [1980]) Let $G$ be a 3-connected graph with at least five vertices. Then there exists an edge $e$ such that $G/e$ is also 3-connected.

Proof: Suppose there is no such edge. Then for each edge $e = \{v, w\}$ there exists a vertex $x$ such that $G - \{v, w, x\}$ is disconnected, i.e. has a connected component $C$ with $|V(C)| < |V(G)| - 3$. Choose $e, x$ and $C$ such that $|V(C)|$ is minimum.

$x$ has a neighbour $y$ in $C$, because otherwise $C$ is a connected component of $G - \{v, w\}$ (but $G$ is 3-connected). By our assumption, $G/\{x, y\}$ is not 3-connected, i.e. there exists a vertex $z$ such that $G - \{x, y, z\}$ is disconnected. Since $\{v, w\} \in E(G)$, there exists a connected component $D$ of $G - \{x, y, z\}$ which contains neither $v$ nor $w$.

But $D$ contains a neighbour $d$ of $y$, since otherwise $D$ is a connected component of $G - \{x, z\}$ (again contradicting the fact that $G$ is 3-connected). So $d \in V(D) \cap V(C)$, and thus $D$ is a subgraph of $C$. Since $y \in V(C) \setminus V(D)$, we have a contradiction to the minimality of $|V(C)|$. □

Theorem 2.37. (Kuratowski [1930], Wagner [1937]) A 3-connected graph is planar if and only if it contains neither $K_5$ nor $K_{3,3}$ as a minor.

Proof: As the necessity is evident (see above), we prove the sufficiency. Since $K_4$ is obviously planar, we proceed by induction on the number of vertices: let $G$ be a 3-connected graph with more than four vertices but no $K_5$ or $K_{3,3}$ minor.

By Lemma 2.36, there exists an edge $e = \{v, w\}$ such that $G/e$ is 3-connected. Let $\Phi = (\psi, (J_e)_{e \in E(G)})$ be a planar embedding of $G/e$, which exists by induction. Let $x$ be the vertex in $G/e$ which arises by contracting $e$. Consider $(G/e) - x$ with the restriction of $\Phi$ as a planar embedding. Since $(G/e) - x$ is 2-connected, every face is bounded by a circuit (Proposition 2.31). In particular, the face containing the point $\psi(x)$ is bounded by a circuit $C$.

Let $y_1, \ldots, y_k \in V(C)$ be the neighbours of $v$ that are distinct from $w$, numbered in cyclic order, and partition $C$ into edge-disjoint paths $P_i$, $i = 1, \ldots, k$, such that $P_i$ is a $y_i - y_{i+1}$-path ($y_{k+1} := y_1$).

Suppose there exists an index $i \in \{1, \ldots, k\}$ such that $\Gamma(w) \subseteq \{v\} \cup V(P_i)$. Then a planar embedding of $G$ can be constructed easily by modifying $\Phi$.

We shall prove that all other cases are impossible. First, if $w$ has three neighbours among $y_1, \ldots, y_k$, we have a $K_5$ minor (Figure 2.6(a)).

Next, if $\Gamma(w) = \{v, y_i, y_j\}$ for some $i < j$, then we must have $i + 1 < j$ and $(i, j) \neq (1, k)$ (otherwise $y_i$ and $y_j$ would both lie on $P_i$ or $P_j$); see Figure 2.6(b). Otherwise there is a neighbour $z$ of $w$ in $V(P_i) \setminus \{y_i, y_{i+1}\}$ for some $i$ and another neighbour $z' \notin V(P_i)$ (Figure 2.6(c)). In both cases, there are four vertices $y, z, y', z'$ on $C$, in this cyclic order, with $y, y' \in \Gamma(v)$ and $z, z' \in \Gamma(w)$. This implies that we have a $K_{3,3}$ minor. □

The proof implies quite directly that every 3-connected simple planar graph has a planar embedding where each edge is embedded by a straight line and each face, except the outer face, is convex (Exercise 27(a)). The general case of
Kuratowski’s Theorem can be reduced to the 3-connected case by gluing together planar embeddings of the maximal 3-connected subgraphs, or by the following lemma:

**Lemma 2.38.** (Thomassen [1980]) Let $G$ be a graph with at least five vertices which is not 3-connected and which contains neither $K_5$ nor $K_{3,3}$ as a minor. Then there exist two non-adjacent vertices $v, w \in V(G)$ such that $G + e$, where $e = \{v, w\}$ is a new edge, does not contain a $K_5$ or $K_{3,3}$ minor either.

**Proof:** We use induction on $|V(G)|$. Let $G$ be as above. If $G$ is disconnected, we can simply add an edge $e$ joining two different connected components. So henceforth we assume that $G$ is connected. Since $G$ is not 3-connected, there exists a set $X = \{x, y\}$ of two vertices such that $G - X$ is disconnected. (If $G$ is not even 2-connected we may choose $x$ to be an articulation vertex and $y$ a neighbour of $x$.) Let $C$ be a connected component of $G - X$, $G_1 := G[V(C) \cup X]$ and $G_2 := G - V(C)$. We first prove the following:

**Claim:** Let $v, w \in V(G_1)$ be two vertices such that adding an edge $e = \{v, w\}$ to $G$ creates a $K_{3,3}$ or $K_5$ minor. Then at least one of $G_1 + e + f$ and $G_2 + f$ contains a $K_5$ or $K_{3,3}$ minor, where $f$ is a new edge joining $x$ and $y$.

To prove this claim, let $v, w \in V(G_1)$, $e = \{v, w\}$ and suppose that there are disjoint connected vertex sets $Z_1, \ldots, Z_t$ of $G + e$ such that after contracting each of them we have a $K_5$ ($t = 5$) or $K_{3,3}$ ($t = 6$) subgraph.

Note that it is impossible that $Z_i \subseteq V(G_1) \setminus X$ and $Z_j \subseteq V(G_2) \setminus X$ for some $i, j \in \{1, \ldots, t\}$: in this case the set of those $Z_k$ with $Z_k \cap X \neq \emptyset$ (there are at most two of these) separate $Z_i$ and $Z_j$, contradicting the fact that both $K_5$ and $K_{3,3}$ are 3-connected.

Hence there are two cases: If none of $Z_1, \ldots, Z_t$ is a subset of $V(G_2) \setminus X$, then $G_1 + e + f$ also contains a $K_5$ or $K_{3,3}$ minor: just consider $Z_i \cap V(G_1)$ ($i = 1, \ldots, t$).

Analogously, if none of $Z_1, \ldots, Z_t$ is a subset of $V(G_1) \setminus X$, then $G_2 + f$ contains a $K_5$ or $K_{3,3}$ minor (consider $Z_i \cap V(G_2)$ ($i = 1, \ldots, t$)).

The claim is proved. Now we first consider the case when $G$ contains an articulation vertex $x$, and $y$ is a neighbour of $x$. We choose a second neighbour $z$
of $x$ such that $y$ and $z$ are in different connected components of $G - x$. W.l.o.g. say that $z \in V(G_1)$. Suppose that the addition of $e = \{ y, z \}$ creates a $K_5$ or $K_{3,3}$ minor. By the claim, at least one of $G_1 + e$ and $G_2$ contains a $K_5$ or $K_{3,3}$ minor (an edge $\{ x, y \}$ is already present). But then $G_1$ or $G_2$, and thus $G$, contains a $K_5$ or $K_{3,3}$ minor, contradicting our assumption.

Hence we may assume that $G$ is 2-connected. Recall that $x, y \in V(G)$ were chosen such that $G - \{ x, y \}$ is disconnected. If $\{ x, y \} \notin E(G)$ we simply add an edge $f = \{ x, y \}$. If this creates a $K_5$ or $K_{3,3}$ minor, the claim implies that $G_1 + f$ or $G_2 + f$ contains such a minor. Since there is an $x$-$y$-path in each of $G_1, G_2$ (otherwise we would have an articulation vertex of $G$), this implies that there is a $K_5$ or $K_{3,3}$ minor in $G$ which is again a contradiction.

Thus we can assume that $f = \{ x, y \} \in E(G)$. Suppose now that at least one of the graphs $G_i$ ($i \in \{ 1, 2 \}$) is not planar. Then this $G_i$ has at least five vertices. Since it does not contain a $K_5$ or $K_{3,3}$ minor (this would also be a minor of $G$), we conclude from Theorem 2.37 that $G_i$ is not 3-connected. So we can apply the induction hypothesis to $G_i$. By the claim, if adding an edge within $G_i$ does not introduce a $K_3$ or $K_{5,5}$ minor in $G_i$, it cannot introduce such a minor in $G$ either.

So we may assume that both $G_1$ and $G_2$ are planar; let $\Phi_1$ and $\Phi_2$ be planar embeddings. Let $F_i$ be a face of $\Phi_i$ with $f$ on its boundary, and let $z_i$ be another vertex on the boundary of $F_i$, $z_i \notin \{ x, y \}$ ($i = 1, 2$). We claim that adding an edge $\{ z_1, z_2 \}$ (cf. Figure 2.7) does not introduce a $K_5$ or $K_{3,3}$ minor.
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Suppose, on the contrary, that adding $\{ z_1, z_2 \}$ and contracting some disjoint connected vertex sets $Z_1, \ldots, Z_t$ would create a $K_5$ ($t = 5$) or $K_{3,3}$ ($t = 6$) subgraph.

First suppose that at most one of the sets $Z_i$ is a subset of $V(G_1) \setminus \{ x, y \}$. Then the graph $G'_2$, arising from $G_2$ by adding one vertex $w$ and edges from $w$ to $x, y$ and $z_2$, also contains a $K_5$ or $K_{3,3}$ minor. (Here $w$ corresponds to the contracted set $Z_i \subseteq V(G_1) \setminus \{ x, y \}$.) This is a contradiction since there is a planar embedding of $G'_2$: just supplement $\Phi_2$ by placing $w$ within $F_2$.

So we may assume that $Z_1, Z_2 \subseteq V(G_1) \setminus \{ x, y \}$. Analogously, we may assume that $Z_3, Z_4 \subseteq V(G_2) \setminus \{ x, y \}$. W.l.o.g. we have $z_1 \notin Z_1$ and $z_2 \notin Z_3$. Then we cannot have a $K_5$, because $Z_1$ and $Z_3$ are not adjacent. Moreover, the only possible
common neighbours of $Z_1$ and $Z_3$ are $Z_5$ and $Z_6$. Since in $K_{3,3}$ each stable set has three common neighbours, a $K_{3,3}$ minor is also impossible. \hfill $\square$

Theorem 2.37 and Lemma 2.38 yield Kuratowski’s Theorem:

**Theorem 2.39.** (Kuratowski [1930], Wagner [1937]) *An undirected graph is planar if and only if it contains neither $K_5$ nor $K_{3,3}$ as a minor.* \hfill $\square$

Indeed, Kuratowski proved a stronger version (Exercise 28). The proof can be turned into a polynomial-time algorithm quite easily (Exercise 27(b)). In fact, a linear-time algorithm exists:

**Theorem 2.40.** (Hopcroft and Tarjan [1974]) *There is a linear-time algorithm for finding a planar embedding of a given graph or deciding that it is not planar.*

### 2.6 Planar Duality

We shall now introduce an important duality concept. This is the only place in this book where we need loops. So in this section loops, i.e. edges whose endpoints coincide, are allowed. In a planar embedding loops are of course represented by polygons instead of polygonal arcs.

Note that Euler’s formula (Theorem 2.32) also holds for graphs with loops: this follows from the observation that subdividing a loop $e$ (i.e. replacing $e = \{v, v\}$ by two parallel edges $\{v, w\}, \{w, v\}$ where $w$ is a new vertex) and adjusting the embedding (replacing the polygon $J_e$ by two polygonal arcs whose union is $J_e$) increases the number of edges and vertices each by one but does not change the number of faces.

**Definition 2.41.** Let $G$ be a directed or undirected graph, possibly with loops, and let $\Phi = (\psi, (J_e)_{e \in E(G)})$ be a planar embedding of $G$. We define the **planar dual** $G^*$ whose vertices are the faces of $\Phi$ and whose edge set is $\{e^* : e \in E(G)\}$, where $e^*$ connects the faces that are adjacent to $J_e$ (if $J_e$ is adjacent to only one face, then $e^*$ is a loop). In the directed case, say for $e = (v, w)$, we orient $e^* = (F_1, F_2)$ in such a way that $F_1$ is the face “to the right” when traversing $J_e$ from $\psi(v)$ to $\psi(w)$.

$G^*$ is again planar. In fact, there obviously exists a planar embedding $(\psi^*, (J_{e^*})_{e^* \in E(G^*)})$ of $G^*$ such that $\psi^*(F) \in F$ for all faces $F$ of $\Phi$ and, for each $e \in E(G)$, $|J_{e^*} \cap J_e| = 1$ and

$$J_{e^*} \cap \left(\{\psi(v) : v \in V(G)\} \cup \bigcup_{f \in E(G) \setminus \{e\}} J_f\right) = \emptyset.$$  

Such an embedding is called a **standard embedding** of $G^*$. 

The planar dual of a graph really depends on the embedding: consider the two embeddings of the same graph shown in Figure 2.8. The resulting planar duals are not isomorphic, since the second one has a vertex of degree four (corresponding to the outer face) while the first one is 3-regular.

**Proposition 2.42.** Let $G$ be an undirected connected planar graph with a fixed embedding. Let $G^*$ be its planar dual with a standard embedding. Then $(G^*)^* = G$.

**Proof:** Let $(\psi, (J_e)_{e \in E(G)})$ be a fixed embedding of $G$ and $(\psi^*, (J'_e)_{e \in E(G^*)})$ a standard embedding of $G^*$. Let $F$ be a face of $G^*$. The boundary of $F$ contains $J'_e$ for at least one edge $e^*$, so $F$ must contain $\psi(v)$ for one endpoint $v$ of $e$. So every face of $G^*$ contains at least one vertex of $G$.

By applying Euler’s formula (Theorem 2.32) to $G^*$ and to $G$, we get that the number of faces of $G^*$ is $|E(G^*)| - |V(G^*)| + 2 = |E(G)| - (|E(G)| - |V(G)| + 2) + 2 = |V(G)|$. Hence each face of $G^*$ contains exactly one vertex of $G$. From this we conclude that the planar dual of $G^*$ is isomorphic to $G$.

The requirement that $G$ is connected is essential here: note that $G^*$ is always connected, even if $G$ is disconnected.

**Theorem 2.43.** Let $G$ be a connected planar undirected graph with arbitrary embedding. The edge set of any circuit in $G$ corresponds to a minimal cut in $G^*$, and any minimal cut in $G$ corresponds to the edge set of a circuit in $G^*$.

**Proof:** Let $\Phi = (\psi, (J_e)_{e \in E(G)})$ be a fixed planar embedding of $G$. Let $C$ be a circuit in $G$. By Theorem 2.30, $\mathbb{R}^2 \setminus \bigcup_{e \in E(C)} J_e$ splits into exactly two connected regions. Let $A$ and $B$ be the set of faces of $\Phi$ in the inner and outer region, respectively. We have $V(G^*) = A \cup B$ and $E_{G^*}(A, B) = \{ e^* : e \in E(C) \}$. Since $A$ and $B$ form connected sets in $G^*$, this is indeed a minimal cut.

Conversely, let $\delta_G(A)$ be a minimal cut in $G$. Let $\Phi^* = (\psi^*, (J_e)_{e \in E(G^*)})$ be a standard embedding of $G^*$. Let $a \in A$ and $b \in V(G) \setminus A$. Observe that there is no polygonal arc in

$$R := \mathbb{R}^2 \setminus \left( \{ \psi^*(v) : v \in V(G^*) \} \cup \bigcup_{e \in \delta_G(A)} J_e \right)$$
which connects $\psi(a)$ and $\psi(b)$: the sequence of faces of $G^*$ passed by such a polygonal arc would define an edge progression from $a$ to $b$ in $G$ not using any edge of $\delta_G(A)$.

So $R$ consists of at least two connected regions. Then, obviously, the boundary of each region must contain a circuit. Hence $F := \{e^* : e \in \delta_G(A)\}$ contains the edge set of a circuit $C$ in $G^*$. We have $\{e^* : e \in E(C)\} \subseteq \{e^* : e \in F\} = \delta_G(A)$, and, by the first part, $\{e^* : e \in E(C)\}$ is a minimal cut in $(G^*)^* = G$ (cf. Proposition 2.42). We conclude that $\{e^* : e \in E(C)\} = \delta_G(A)$. □

In particular, $e^*$ is a loop if and only if $e$ is a bridge, and vice versa. For digraphs the above proof yields:

**Corollary 2.44.** Let $G$ be a connected planar digraph with some fixed planar embedding. The edge set of any circuit in $G$ corresponds to a minimal directed cut in $G^*$, and vice versa. □

Another interesting consequence of Theorem 2.43 is:

**Corollary 2.45.** Let $G$ be a connected undirected graph with arbitrary planar embedding. Then $G$ is bipartite if and only if $G^*$ is Eulerian, and $G$ is Eulerian if and only if $G^*$ is bipartite.

**Proof:** Observe that a connected graph is Eulerian if and only if every minimal cut has even cardinality. By Theorem 2.43, $G$ is bipartite if $G^*$ is Eulerian, and $G$ is Eulerian if $G^*$ is bipartite. By Proposition 2.42, the converse is also true. □

An abstract dual of $G$ is a graph $G'$ for which there is a bijection $\chi : E(G) \rightarrow E(G')$ such that $F$ is the edge set of a circuit iff $\chi(F)$ is a minimal cut in $G'$ and vice versa. Theorem 2.43 shows that any planar dual is also an abstract dual. The converse is not true. However, Whitney [1933] proved that a graph has an abstract dual if and only if it is planar (Exercise 34). We shall return to this duality relation when dealing with matroids in Section 13.3.

**Exercises**

1. Let $G$ be a simple undirected graph on $n$ vertices which is isomorphic to its complement. Show that $n \mod 4 \in \{0, 1\}$.
2. Prove that every simple undirected graph $G$ with $|\delta(v)| \geq \frac{1}{2}|V(G)|$ for all $v \in V(G)$ is Hamiltonian.
   **Hint:** Consider a longest path in $G$ and the neighbours of its endpoints.
   (Dirac [1952])
3. Prove that any simple undirected graph $G$ with $|E(G)| > \left(\frac{|V(G)|-1}{2}\right)$ is connected.
4. Let $G$ be a simple undirected graph. Show that $G$ or its complement is connected.
5. Prove that every simple undirected graph with more than one vertex contains two vertices that have the same degree. Prove that every tree (except a single vertex) contains at least two leaves.

6. Let $G$ be a connected undirected graph, and let $(V(G), F)$ be a forest in $G$. Prove that there is a spanning tree $(V(G), T)$ with $F \subseteq T \subseteq E(G)$.

7. Let $(V, F_1)$ and $(V, F_2)$ be two forests with $|F_1| < |F_2|$. Prove that there exists an edge $e \in F_2 \setminus F_1$ such that $(V, F_1 \cup \{e\})$ is a forest.

8. Prove that any cut in an undirected graph is the disjoint union of minimal cuts.

9. Let $(V_1, F_1)$ and $(V_2, F_2)$ be two forests with $|F_1| < |F_2|$. Prove that there exists an edge $e \in F_2 \setminus F_1$ such that $(V, F_1 \cup \{e\})$ is a forest.

10. Prove that any cut in an undirected graph is the disjoint union of minimal cuts.

11. Let $G$ be a connected undirected graph, and let $(V(G), T)$ be a forest in $G$. Prove that there is a spanning tree $(V(G), T)$ with $F \subseteq T \subseteq E(G)$.

12. Let $G$ be a connected undirected graph. Show that there exists an orientation $G'$ of $G$ and a spanning arborescence $T$ of $G'$ such that the set of fundamental circuits with respect to $T$ is precisely the set of directed circuits in $G'$.

13. Describe a linear-time algorithm for the following problem: Given an adjacency list of a graph $G$, compute an adjacency list of the maximal simple subgraph of $G$. Do not assume that parallel edges appear consecutively in the input.

14. Given a graph $G$ (directed or undirected), show that there is a linear-time algorithm to find a circuit or decide that none exists.

15. Let $G$ be a connected undirected graph, $s \in V(G)$ and $T$ a DFS-tree resulting from running DFS on $(G, s)$. $s$ is called the root of $T$. $x$ is a predecessor of $y$ in $T$ if $x$ lies on the (unique) $s$-$y$-path in $T$. $x$ is a direct predecessor of $y$ if the edge $(x, y)$ lies on the $s$-$y$-path in $T$. $y$ is a (direct) successor of $x$ if $x$ is a (direct) predecessor of $y$. Note that with this definition each vertex is a successor (and a predecessor) of itself. Every vertex except $s$ has exactly one direct predecessor. Prove:
   (a) For any edge $(v, w) \in E(G)$, $v$ is a predecessor or a successor of $w$ in $T$.
   (b) A vertex $v$ is an articulation vertex of $G$ if and only if
      - either $v = s$ and $|\delta_T(v)| > 1$
      - or $v \neq s$ and there is a direct successor $w$ of $v$ such that no edge in $G$ connects a proper predecessor of $v$ (that is, excluding $v$) with a successor of $w$.

* 16. Use Exercise 15 to design a linear-time algorithm which finds the blocks of an undirected graph. It will be useful to compute numbers $\alpha(x) := \min\{f(w) : w = x \text{ or } \{w, y\} \in E(G) \setminus T \text{ for some successor } y \text{ of } x\}$ recursively during the DFS. Here $(R, T)$ is the DFS-tree (with root $s$), and the $f$-values represent the order in which the vertices are added to $R$ (see
the Graph Scanning Algorithm). If for some vertex \( x \in R \setminus \{s\} \) we have \( \alpha(x) \geq f(w) \), where \( w \) is the direct predecessor of \( x \), then \( w \) must be either the root or an articulation vertex.

17. Prove:
   (a) An undirected graph is 2-edge-connected if and only if it has at least two vertices and an ear-decomposition.
   (b) A digraph is strongly connected if and only if it has an ear-decomposition.
   (c) The edges of an undirected graph \( G \) with at least two vertices can be oriented such that the resulting digraph is strongly connected if and only if \( G \) is 2-edge-connected.
   (Robbins [1939])

18. A tournament is a digraph such that the underlying undirected graph is a (simple) complete graph. Prove that every tournament contains a Hamiltonian path (Rényi [1934]). Prove that every strongly connected tournament is Hamiltonian (Camion [1959]).

19. Prove that if a connected undirected simple graph is Eulerian then its line graph is Hamiltonian. What about the converse?

20. Prove that any connected bipartite graph has a unique bipartition. Prove that any non-bipartite undirected graph contains an odd circuit as an induced subgraph.

21. Prove that a strongly connected digraph whose underlying undirected graph is non-bipartite contains a (directed) circuit of odd length.

22. Let \( G \) be an undirected graph. A **tree-decomposition** of \( G \) is a pair \((T, \varphi)\), where \( T \) is a tree and \( \varphi : V(T) \to 2^{V(G)} \) satisfies the following conditions:
   - for each \( e \in E(G) \) there exists a \( t \in V(T) \) with \( e \subseteq \varphi(t) \);
   - for each \( v \in V(G) \) the set \( \{ t \in V(T) : v \in \varphi(t) \} \) is connected in \( T \).
We say that the width of \((T, \varphi)\) is \( \max_{t \in V(T)} |\varphi(t)| - 1 \). The **tree-width** of a graph \( G \) is the minimum width of a tree-decomposition of \( G \). This notion is due to Robertson and Seymour [1986].

   Show that the graphs of tree-width at most 1 are the forests. Moreover, prove that the following statements are equivalent for an undirected graph \( G \):
   (a) \( G \) has tree-width at most 2;
   (b) \( G \) does not contain \( K_4 \) as a minor;
   (c) \( G \) can be obtained from an empty graph by successively adding bridges and doubling and subdividing edges. (Doubling an edge \( e = \{v, w\} \in E(G) \) means adding another edge with endpoints \( v \) and \( w \); subdividing an edge \( e = \{v, w\} \in E(G) \) means adding a vertex \( x \) and replacing \( e \) by two edges \( \{v, x\}, \{x, w\} \).)

   Note: Because of the construction in (c) such graphs are called series-parallel.

23. Show that if a graph \( G \) has a planar embedding where the edges are embedded by arbitrary Jordan curves, then it also has a planar embedding with polygonal arcs only.

24. Let \( G \) be a 2-connected graph with a planar embedding. Show that the set of circuits bounding the finite faces constitute a cycle basis of \( G \).
25. Can you generalize Euler’s formula (Theorem 2.32) to disconnected graphs?

26. Show that there are exactly five Platonic graphs (corresponding to the Platonic solids; cf. Exercise 11 of Chapter 4), i.e. 3-connected planar regular graphs whose faces are all bounded by the same number of edges. 
*Hint: Use Euler’s formula (Theorem 2.32).*

27. Deduce from the proof of Kuratowski’s Theorem 2.39:
   (a) Every 3-connected simple planar graph has a planar embedding where each edge is embedded by a straight line and each face, except the outer face, is convex.
   (b) There is a polynomial-time algorithm for checking whether a given graph is planar.

   (Kuratowski [1930])

28. Given a graph \( G \) and an edge \( e = \{v, w\} \in E(G) \), we say that \( H \) results from \( G \) by subdividing \( e \) if \( V(H) = V(G) \cup \{x\} \) and \( E(H) = (E(G) \setminus \{e\}) \cup \{\{v, x\}, \{x, w\}\} \). A graph resulting from \( G \) by successively subdividing edges is called a subdivision of \( G \).
   
   (a) Trivially, if \( H \) contains a subdivision of \( G \) then \( G \) is a minor of \( H \). Show that the converse is not true.
   (b) Prove that a graph containing a \( K_{3,3} \) or \( K_5 \) minor also contains a subdivision of \( K_{3,3} \) or \( K_5 \). 
*Hint: Consider what happens when contracting one edge.*
   (c) Conclude that a graph is planar if and only if no subgraph is a subdivision of \( K_{3,3} \) or \( K_5 \). 

   (Kuratowski [1930])

29. Prove that each of the following statements implies the other:
   (a) For every infinite sequence of graphs \( G_1, G_2, \ldots \) there are two indices \( i < j \) such that \( G_i \) is a minor of \( G_j \).
   (b) Let \( \mathcal{G} \) be a class of graphs such that for each \( G \in \mathcal{G} \) and each minor \( H \) of \( G \) we have \( H \in \mathcal{G} \) (i.e. \( \mathcal{G} \) is a hereditary graph property). Then there exists a finite set \( \mathcal{X} \) of graphs such that \( \mathcal{G} \) consists of all graphs that do not contain any element of \( \mathcal{X} \) as a minor. 
*Note: The statements have been proved by Robertson and Seymour; they are a main result of their series of papers on graph minors (not yet completely published). Theorem 2.39 and Exercise 22 give examples of forbidden minor characterizations as in (b).*

30. Let \( G \) be a planar graph with an embedding \( \Phi \), and let \( C \) be a circuit of \( G \) bounding some face of \( \Phi \). Prove that then there is an embedding \( \Phi' \) of \( G \) such that \( C \) bounds the outer face.

31. (a) Let \( G \) be disconnected with an arbitrary planar embedding, and let \( G^* \) be the planar dual with a standard embedding. Prove that \( (G^*)^* \) arises from \( G \) by successively applying the following operation, until the graph is connected: Choose two vertices \( x \) and \( y \) which belong to different connected components and which are adjacent to the same face; contract \( \{x, y\} \).
(b) Generalize Corollary 2.45 to arbitrary planar graphs.

Hint: Use (a) and Theorem 2.26.

32. Let $G$ be a connected digraph with a fixed planar embedding, and let $G^*$ be the planar dual with a standard embedding. How are $G$ and $(G^*)^*$ related?

33. Prove that if a planar digraph is acyclic (strongly connected), then its planar dual is strongly connected (acyclic). What about the converse?

34. (a) Show that if $G$ has an abstract dual and $H$ is a minor of $G$ then $H$ also has an abstract dual.

* (b) Show that neither $K_5$ nor $K_{3,3}$ has an abstract dual.

(c) Conclude that a graph is planar if and only if it has an abstract dual. (Whitney [1933])
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3. Linear Programming

In this chapter we review the most important facts about Linear Programming. Although this chapter is self-contained, it cannot be considered to be a comprehensive treatment of the field. The reader unfamiliar with Linear Programming is referred to the textbooks mentioned at the end of this chapter.

The general problem reads as follows:

**Instance:** A matrix $A \in \mathbb{R}^{m \times n}$ and column vectors $b \in \mathbb{R}^{m}$, $c \in \mathbb{R}^{n}$.

**Task:** Find a column vector $x \in \mathbb{R}^{n}$ such that $Ax \leq b$ and $c^\top x$ is maximum, decide that $\{x \in \mathbb{R}^{n} : Ax \leq b\}$ is empty, or decide that for all $\alpha \in \mathbb{R}$ there is an $x \in \mathbb{R}^{n}$ with $Ax \leq b$ and $c^\top x > \alpha$.

A linear program (LP) is an instance of the above problem. We often write a linear program as $\max\{c^\top x : Ax \leq b\}$. A feasible solution of an LP $\max\{c^\top x : Ax \leq b\}$ is a vector $x$ with $Ax \leq b$. A feasible solution attaining the maximum is called an optimum solution.

Here $c^\top x$ denotes the scalar product of the vectors. The notion $x \leq y$ for vectors $x$ and $y$ (of equal size) means that the inequality holds in each component. If no sizes are specified, the matrices and vectors are always assumed to be compatible in size. We often omit indicating the transposition of column vectors and write e.g. $cx$ for the scalar product.

As the problem formulation indicates, there are two possibilities when an LP has no solution: The problem can be infeasible (i.e. $P := \{x \in \mathbb{R}^{n} : Ax \leq b\} = \emptyset$) or unbounded (i.e. for all $\alpha \in \mathbb{R}$ there is an $x \in P$ with $cx > \alpha$). If an LP is neither infeasible nor unbounded it has an optimum solution, as we shall prove in Section 3.2. This justifies the notation $\max\{c^\top x : Ax \leq b\}$ instead of $\sup\{c^\top x : Ax \leq b\}$.

Many combinatorial optimization problems can be formulated as LPs. To do this, we encode the feasible solutions as vectors in $\mathbb{R}^{n}$ for some $n$. In Section 3.4 we show that one can optimize a linear objective function over a finite set $S$ of vectors by solving a linear program. Although the feasible set of this LP contains not only the vectors in $S$ but also all their convex combinations, one can show that among the optimum solutions there is always an element of $S$.

In Section 3.1 we compile some terminology and basic facts about polyhedra, the sets $P = \{x \in \mathbb{R}^{n} : Ax \leq b\}$ of feasible solutions of LPs. In Section 3.2 we
present the **Simplex Algorithm**, which we also use to derive the Duality Theorem and related results (Section 3.3). LP duality is a most important concept which explicitly or implicitly appears in almost all areas of combinatorial optimization; we shall often refer to the results in Sections 3.3 and 3.4.

### 3.1 Polyhedra

Linear Programming deals with maximizing or minimizing a linear objective function of finitely many variables subject to finitely many linear inequalities. So the set of feasible solutions is the intersection of finitely many halfspaces. Such a set is called a polyhedron:

**Definition 3.1.** A polyhedron in $\mathbb{R}^n$ is a set of type $P = \{ x \in \mathbb{R}^n : Ax \leq b \}$ for some matrix $A \in \mathbb{R}^{m \times n}$ and some vector $b \in \mathbb{R}^m$. If $A$ and $b$ are rational, then $P$ is a rational polyhedron. A bounded polyhedron is also called a polytope.

We denote by rank$(A)$ the rank of a matrix $A$. The dimension $\dim X$ of a nonempty set $X \subseteq \mathbb{R}^n$ is defined to be

$$n - \max \{ \text{rank}(A) : A \text{ is an } n \times n\text{-matrix with } Ax = Ay \text{ for all } x, y \in X \}.$$ 

A polyhedron $P \subseteq \mathbb{R}^n$ is called full-dimensional if $\dim P = n$.

Equivalently, a polyhedron is full-dimensional if and only if there is a point in its interior. For most of this chapter it makes no difference whether we are in the rational or real space. We need the following standard terminology:

**Definition 3.2.** Let $P := \{ x : Ax \leq b \}$ be a nonempty polyhedron. If $c$ is a nonzero vector for which $\delta := \max \{ cx : x \in P \}$ is finite, then $\{ x : cx = \delta \}$ is called a supporting hyperplane of $P$. A face of $P$ is $P$ itself or the intersection of $P$ with a supporting hyperplane of $P$. A point $x$ for which $\{ x \}$ is a face is called a vertex of $P$, and also a basic solution of the system $Ax \leq b$.

**Proposition 3.3.** Let $P = \{ x : Ax \leq b \}$ be a polyhedron and $F \subseteq P$. Then the following statements are equivalent:

(a) $F$ is a face of $P$.

(b) There exists a vector $c$ such that $\delta := \max \{ cx : x \in P \}$ is finite and $F = \{ x \in P : cx = \delta \}$.

(c) $F = \{ x \in P : A'x = b' \} \neq \emptyset$ for some subsystem $A'x \leq b'$ of $Ax \leq b$.

**Proof:** (a) and (b) are obviously equivalent.

(c)$\Rightarrow$(b): If $F = \{ x \in P : A'x = b' \}$ is nonempty, let $c$ be the sum of the rows of $A'$, and let $\delta$ be the sum of the components of $b'$. Then obviously $cx \leq \delta$ for all $x \in P$ and $F = \{ x \in P : cx = \delta \}$.

(b)$\Rightarrow$(c): Assume that $c$ is a vector, $\delta := \max \{ cx : x \in P \}$ is finite and $F = \{ x \in P : cx = \delta \}$. Let $A'x \leq b'$ be the maximal subsystem of $Ax \leq b$ such that $A'x = b'$ for all $x \in F$. Let $A''x \leq b''$ be the rest of the system $Ax \leq b$. 

We first observe that for each inequality $a_i''x \leq b_i''$ of $A''x \leq b''$ ($i = 1, \ldots, k$) there is a point $x_i \in F$ such that $a_i''x_i < b_i''$. Let $x^* := \frac{1}{k} \sum_{i=1}^{k} x_i$ be the center of gravity of these points (if $k = 0$, we can choose an arbitrary $x^* \in F$); we have $x^* \in F$ and $a_i''x^* < b_i''$ for all $i$.

We have to prove that $A'y = b'$ cannot hold for any $y \in P \setminus F$. So let $y \in P \setminus F$. We have $cy < \delta$. Now consider $z := x^* + \epsilon (x^* - y)$ for some small $\epsilon > 0$; in particular let $\epsilon$ be smaller than $\frac{b_i'' - a_i''x^*}{a_i''(x^* - y)}$ for all $i \in \{1, \ldots, k\}$ with $a_i''x^* > a_i''y$.

We have $cz > \delta$ and thus $z \notin P$. So there is an inequality $ax \leq \beta$ of $Ax \leq b$ such that $az > \beta$. Thus $ax^* > ay$. The inequality $ax \leq \beta$ cannot belong to $A''x \leq b''$, since otherwise we have $az = ax^* + \epsilon a(x^* - y) < ax^* + \frac{b - ax^*}{a(x^* - y)}a(x^* - y) = \beta$ (by the choice of $\epsilon$). Hence the inequality $ax \leq \beta$ belongs to $A'x \leq b'$. Since $ay = a(x^* + \frac{1}{\epsilon}(x^* - z)) < \beta$, this completes the proof. \qed

As a trivial but important corollary we remark:

Corollary 3.4. If $\max\{cx : x \in P\}$ is bounded for a nonempty polyhedron $P$ and a vector $c$, then the set of points where the maximum is attained is a face of $P$. \qed

The relation “is a face of” is transitive:

Corollary 3.5. Let $P$ be a polyhedron and $F$ a face of $P$. Then $F$ is again a polyhedron. Furthermore, a set $F' \subseteq F$ is a face of $F$ if and only if it is a face of $F$. \qed

The maximal faces distinct from $P$ are particularly important:

Definition 3.6. Let $P$ be a polyhedron. A face of $P$ is a maximal face distinct from $P$. An inequality $cx \leq \delta$ is facet-defining for $P$ if $cx \leq \delta$ for all $x \in P$ and $\{x \in P : cx = \delta\}$ is a facet of $P$.

Proposition 3.7. Let $P \subseteq \{x \in \mathbb{R}^n : Ax = b\}$ be a nonempty polyhedron of dimension $n - \text{rank}(A)$. Let $A'x \leq b'$ be a minimal inequality system such that $P = \{x : Ax = b, A'x \leq b'\}$. Then each inequality of $A'x \leq b'$ is facet-defining for $P$, and each facet of $P$ is defined by an inequality of $A'x \leq b'$.\hfill

Proof: If $P = \{x \in \mathbb{R}^n : Ax = b\}$, then there are no facets and the statement is trivial. So let $A'x \leq b'$ be a minimal inequality system with $P = \{x : Ax = b, A'x \leq b'\}$, let $a'x \leq \beta'$ be one of its inequalities and $A''x \leq b''$ be the rest of the system $A'x \leq b'$. Let $y$ be a vector with $A'x = b, A''y \leq b''$ and $a'y > b'$ (such a vector $y$ exists as the inequality $a'x \leq b'$ is not redundant). Let $x \in P$ such that $a'x < b'$ (such a vector must exist because $\text{dim } P = n - \text{rank}(A)$).

Consider $z := x + \frac{\beta' - a'x}{a'y - a'x} (y - x)$. We have $a'z = \beta$ and, since $0 < \frac{\beta' - a'x}{a'y - a'x} < 1$, $z \in P$. Therefore $F := \{x \in P : a'x = \beta'\} \neq \emptyset$ and $F \neq P$ (as $x \in P \setminus F$). Thus $F$ is a facet of $P$.

By Proposition 3.3 each facet is defined by an inequality of $A'x \leq b'$. \qed
The other important class of faces (beside facets) are minimal faces (i.e. faces not containing any other face). Here we have:

**Proposition 3.8.** (Hoffman and Kruskal [1956]) Let $P = \{x : Ax \leq b\}$ be a polyhedron. A nonempty subset $F \subseteq P$ is a minimal face of $P$ if and only if $F = \{x : A'x = b'\}$ for some subsystem $A'x \leq b'$ of $Ax \leq b$.

**Proof:** If $F$ is a minimal face of $P$, by Proposition 3.3 there is a subsystem $A'x \leq b'$ of $Ax \leq b$ such that $F = \{x \in P : A'x = b'\}$. We choose $A'x \leq b'$ maximal. Let $A''x \leq b''$ be a minimal subsystem of $Ax \leq b$ such that $F = \{x : A'x = b', A''x \leq b''\}$. We claim that $A''x \leq b''$ does not contain any inequality.

Suppose, on the contrary, that $a''x \leq \beta''$ is an inequality of $A''x \leq b''$. Since it is not redundant for the description of $F$, Proposition 3.7 implies that $F' := \{x : A'x = b', A''x \leq b'', a''x = \beta''\}$ is a facet of $F$. By Corollary 3.5 $F'$ is also a face of $P$, contradicting the assumption that $F$ is a minimal face of $P$.

Now let $\emptyset \neq F = \{x : A'x = b'\} \subseteq P$ for some subsystem $A'x \leq b'$ of $Ax \leq b$. Obviously $F$ has no faces except itself. By Proposition 3.3, $F$ is a face of $P$. It follows by Corollary 3.5 that $F$ is a minimal face of $P$. □

Corollary 3.4 and Proposition 3.8 imply that **linear programming** can be solved in finite time by solving the linear equation system $A'x = b'$ for each subsystem $A'x \leq b'$ of $Ax \leq b$. A more intelligent way is the **Simplex Algorithm** which is described in the next section.

Another consequence of Proposition 3.8 is:

**Corollary 3.9.** Let $P = \{x \in \mathbb{R}^n : Ax \leq b\}$ be a polyhedron. Then all minimal faces of $P$ have dimension $n - \text{rank}(A)$. The minimal faces of polytopes are vertices. □

This is why polyhedra $\{x \in \mathbb{R}^n : Ax \leq b\}$ with $\text{rank}(A) = n$ are called **pointed**: their minimal faces are points.

Let us close this section with some remarks on polyhedral cones.

**Definition 3.10.** A **cone** is a set $C \subseteq \mathbb{R}^n$ for which $x, y \in C$ and $\lambda, \mu \geq 0$ implies $\lambda x + \mu y \in C$. A cone $C$ is said to be generated by $x_1, \ldots, x_k$ if $x_1, \ldots, x_k \in C$ and for any $x \in C$ there are numbers $\lambda_1, \ldots, \lambda_k \geq 0$ with $x = \sum_{i=1}^{k} \lambda_i x_i$. A cone is called **finitely generated** if some finite set of vectors generates it. A **polyhedral cone** is a polyhedron of type $\{x : Ax \leq 0\}$.

It is immediately clear that polyhedral cones are indeed cones. We shall now show that polyhedral cones are finitely generated. $I$ always denotes an identity matrix.

**Lemma 3.11.** (Minkowski [1896]) Let $C = \{x \in \mathbb{R}^n : Ax \leq 0\}$ be a polyhedral cone. Then $C$ is generated by a subset of the set of solutions to the systems $My = b'$, where $M$ consists of $n$ linearly independent rows of $\begin{pmatrix} A & 0 \\ I & 0 \end{pmatrix}$ and $b' = \pm e_j$ for some unit vector $e_j$. 
Proof: Let $A$ be an $m \times n$-matrix. Consider the systems $My = b'$ where $M$ consists of $n$ linearly independent rows of $\begin{pmatrix} A \\ I \end{pmatrix}$ and $b' = \pm e_j$ for some unit vector $e_j$. Let $y_1, \ldots, y_t$ be those solutions of these equality systems that belong to $C$. We claim that $C$ is generated by $y_1, \ldots, y_t$.

First suppose $C = \{ x : Ax = 0 \}$, i.e. $C$ is a linear subspace. Write $C = \{ x : A'x = 0 \}$ where $A'$ consists of a maximal set of linearly independent rows of $A$. Let $I'$ consist of some rows of $I$ such that $\begin{pmatrix} A' \\ I' \end{pmatrix}$ is a nonsingular square matrix. Then $C$ is generated by the solutions of $\begin{pmatrix} A' \\ I' \end{pmatrix} x = \begin{pmatrix} 0 \\ b \end{pmatrix}$, for $b = \pm e_j$, $j = 1, \ldots, \dim C$.

For the general case we use induction on the dimension of $C$. If $C$ is not a linear subspace, choose a row $a$ of $A$ and a submatrix $A'$ of $A$ such that the rows of $\begin{pmatrix} a \\ A' \end{pmatrix}$ are linearly independent and $\{ x : A'x = 0, ax \leq 0 \} \subseteq C$. By construction there is an index $s \in \{1, \ldots, t\}$ such that $A'y_s = 0$ and $ay_s = -1$.

Now let an arbitrary $z \in C$ be given. Let $a_1, \ldots, a_m$ be the rows of $A$ and $\mu := \min \left\{ \frac{a_i z}{a_i y_s} : i = 1, \ldots, m, a_i y_s < 0 \right\}$. We have $\mu \geq 0$. Let $k$ be an index where the minimum is attained. Consider $z' := z - \mu y_s$. By the definition of $\mu$ we have $a_j z' = a_j z - \frac{a_j z}{a_j y_s} a_j y_s$ for $j = 1, \ldots, m$, and hence $z' \in C' := \{ x \in C : a_k x = 0 \}$. $C'$ is a cone whose dimension is one less than that of $C$ (because $a_k y_s < 0$ and $y_s \in C$). By induction, $C'$ is generated by a subset of $y_1, \ldots, y_t$, so $z' = \sum_{i=1}^t \lambda_i y_i$ for some $\lambda_1, \ldots, \lambda_t \geq 0$. By setting $\lambda'_s := \lambda_s + \mu$ (observe that $\mu \geq 0$) and $\lambda'_i := \lambda_i$ ($i \neq s$), we obtain $z = z' + \mu y_s = \sum_{i=1}^t \lambda'_i y_i$. □

Thus any polyhedral cone is finitely generated. We shall show the converse at the end of Section 3.3.

3.2 The Simplex Algorithm

The oldest and best known algorithm for Linear Programming is Dantzig’s [1951] simplex method. We first assume that the polyhedron has a vertex, and that some vertex is given as input. Later we shall show how general LPs can be solved with this method.

For a set $J$ of row indices we write $A_J$ for the submatrix of $A$ consisting of the rows in $J$ only, and $b_J$ for the subvector of $b$ consisting of the components with indices in $J$. We abbreviate $a_i := A_{\{i\}}$ and $\beta_i := b_{\{i\}}$. 
**SIMPLEX ALGORITHM**

*Input:* A matrix $A \in \mathbb{R}^{m \times n}$ and column vectors $b \in \mathbb{R}^m$, $c \in \mathbb{R}^n$. A vertex $x$ of $P := \{x \in \mathbb{R}^n : Ax \leq b\}$.

*Output:* A vertex $x$ of $P$ attaining $\max\{cx : x \in P\}$ or a vector $w \in \mathbb{R}^n$ with $Aw \leq 0$ and $cw > 0$ (i.e. the LP is unbounded).

1. Choose a set of $n$ row indices $J$ such that $A_J$ is nonsingular and $A_Jx = b_J$.
2. Compute $c(A_J)^{-1}$ and add zeros in order to obtain a vector $y$ with $c = yA$ such that all entries of $y$ outside $J$ are zero.
   
   If $y \geq 0$ then stop. Return $x$ and $y$.
3. Choose the minimum index $i$ with $y_i < 0$.
   
   Let $w$ be the column of $-(A_J)^{-1}$ with index $i$, so $A_J\{i\}w = 0$ and $a_iw = -1$.
   
   If $Aw \leq 0$ then stop. Return $w$.
4. Let $\lambda := \min \left\{ \frac{\beta_j - a_jx}{a_jw} : j \in \{1, \ldots, m\}, a_jw > 0 \right\}$, and let $j$ be the smallest row index attaining this minimum.
5. Set $J := (J \setminus \{i\}) \cup \{j\}$ and $x := x + \lambda w$.
   
   Go to 2.

Step 1 relies on Proposition 3.8 and can be implemented with Gaussian Elimination (Section 4.3). The selection rules for $i$ and $j$ in 3 and 4 (often called pivot rule) are due to Bland [1977]. If one just chose an arbitrary $i$ with $y_i < 0$ and an arbitrary $j$ attaining the minimum in 4 the algorithm would run into cyclic repetitions for some instances. Bland’s pivot rule is not the only one that avoids cycling; another one (the so-called lexicographic rule) was proved to avoid cycling already by Dantzig, Orden and Wolfe [1955]. Before proving the correctness of the Simplex Algorithm, let us make the following observation (sometimes known as “weak duality”):

**Proposition 3.12.** Let $x$ and $y$ be feasible solutions of the LPs

\[
\begin{align*}
\max\{cx : Ax \leq b\} & \quad \text{and} \quad (3.1) \\
\min\{yb : y^\top A = c^\top, \ y \geq 0\}, & \quad (3.2)
\end{align*}
\]

respectively. Then $cx \leq yb$.

**Proof:** $cx = (yA)x = y(Ax) \leq yb$. \hfill $\square$

**Theorem 3.13.** (Dantzig [1951], Dantzig, Orden and Wolfe [1955], Bland [1977]) The Simplex Algorithm terminates after at most $\binom{m}{n}$ iterations. If it returns $x$ and $y$ in 2, these vectors are optimum solutions of the LPs (3.1) and (3.2), respectively, with $cx = yb$. If the algorithm returns $w$ in 3 then $cw > 0$ and the LP (3.1) is unbounded.
Proof: We first prove that the following conditions hold at any stage of the algorithm:

(a) \( x \in P \);
(b) \( A_J x = b_J \);
(c) \( A_J \) is nonsingular;
(d) \( cw > 0 \);
(e) \( \lambda \geq 0 \).

(a) and (b) hold initially. (2) and (3) guarantee \( cw = yA w = -y_i > 0 \). By (4), \( x \in P \) implies \( \lambda \geq 0 \). (c) follows from the fact that \( A_J \{ i \} w = 0 \) and \( a_J w > 0 \). It remains to show that (5) preserves (a) and (b).

We show that if \( x \in P \), then also \( x + \lambda w \in P \). For a row index \( k \) we have two cases: If \( a_k w \leq 0 \) then (using \( \lambda \geq 0 \)) \( a_k (x + \lambda w) \leq a_k x \leq \beta_k \). Otherwise \( \lambda \leq \frac{\beta_k - a_k x}{a_k w} \) and hence \( a_k (x + \lambda w) \leq a_k x + a_k w \frac{\beta_k - a_k x}{a_k w} = \beta_k \). (Indeed, \( \lambda \) is chosen in (4) to be the largest number such that \( x + \lambda w \in P \).

To show (b), note that after (4) we have \( A_J \{ i \} w = 0 \) and \( \lambda = \frac{\beta_j - a_j x}{a_j w} \), so

\[
A_J \{ i \} (x + \lambda w) = A_J \{ i \} x = b_J \{ i \} \quad \text{and} \quad a_J (x + \lambda w) = a_j x + a_j w \frac{\beta_j - a_j x}{a_j w} = \beta_j.
\]

Therefore after (5), \( A_J x = b_J \) holds again.

So we indeed have (a)–(e) at any stage. If the algorithm returns \( x \) and \( y \) in (2), \( x \) and \( y \) are feasible solutions of (3.1) and (3.2), respectively. \( x \) is a vertex of \( P \) by (a), (b) and (c). Moreover, \( cx = yA x = yb \) since the components of \( y \) are zero outside \( J \). This proves the optimality of \( x \) and \( y \) by Proposition 3.12.

If the algorithm stops in (3), the LP (3.1) is indeed unbounded because in this case \( x + \mu \ w \in P \) for all \( \mu \geq 0 \), and \( cw > 0 \) by (d).

We finally show that the algorithm terminates. Let \( J^{(k)} \) and \( x^{(k)} \) be the set \( J \) and the vector \( x \) in iteration \( k \) of the Simplex Algorithm, respectively. If the algorithm did not terminate after \( \binom{n}{n} \) iterations, there are iterations \( k < l \) with \( J^{(k)} = J^{(l)} \). By (b) and (c), \( x^{(k)} = x^{(l)} \). By (d) and (e), \( cx \) never decreases, and it strictly increases if \( \lambda > 0 \). Hence \( \lambda \) is zero in all the iterations \( k, k+1, \ldots, l-1 \), and \( x^{(k)} = x^{(k+1)} = \cdots = x^{(l)} \).

Let \( h \) be the highest index leaving \( J \) in one of the iterations \( k, \ldots, l-1 \), say in iteration \( p \). Index \( h \) must also have been added to \( J \) in some iteration \( q \in \{ k, \ldots, l-1 \} \). Now let \( y' \) be the vector \( y \) at iteration \( p \), and let \( w' \) be the vector \( w \) at iteration \( q \). We have \( y'A w' = c w' > 0 \). So let \( r \) be an index for which \( y'_r a_r w' > 0 \). Since \( y'_r \neq 0 \), index \( r \) belongs to \( J^{(p)} \). If \( r > h \), index \( r \) would also belong to \( J^{(q)} \) and \( J^{(q+1)} \), implying \( a_r w' = 0 \). So \( r \leq h \). But by the choice of \( i \) in iteration \( p \) we have \( y'_r < 0 \) iff \( r = h \), and by the choice of \( j \) in iteration \( q \) we have \( a_r w' > 0 \) iff \( r = h \) (recall that \( \lambda = 0 \) and \( a_r x^{(q)} = a_r x^{(p)} = \beta_r \) as \( r \in J^{(p)} \)). This is a contradiction.

Klee and Minty [1972] and Avis and Chvátal [1978] found examples where the Simplex Algorithm (with Bland’s rule) needs \( 2^n \) iterations on LPs with \( n \) variables and \( 2n \) constraints, proving that it is not a polynomial-time algorithm. It is not known whether there is a pivot rule that leads to a polynomial-time
algorithm. However, Borgwardt [1982] showed that the average running time (for random instances in a certain natural probabilistic model) can be bounded by a polynomial. Also in practice the Simplex Algorithm is quite fast if implemented skilfully.

We now show how to solve general linear programs with the Simplex Algorithm. More precisely, we show how to find an initial vertex. Since there are polyhedra that do not have vertices at all, we put a given LP into a different form first.

Let \( \max \{ cx : Ax \leq b \} \) be an LP. We substitute \( x \) by \( y-z \) and write it equivalently in the form

\[
\max \left\{ \left( c - c \right) \begin{pmatrix} y \\ z \end{pmatrix} : \begin{pmatrix} A & -A \end{pmatrix} \begin{pmatrix} y \\ z \end{pmatrix} \leq b, \ y, z \geq 0 \right\}.
\]

So w.l.o.g. we assume that our LP has the form

\[
\max \{ cx : A'x \leq b', A''x \leq b'', x \geq 0 \}
\]

with \( b' \geq 0 \) and \( b'' < 0 \). We first run the Simplex Algorithm on the instance

\[
\min \{ (\mathbb{1}A'')x + \mathbb{1}y : A'x \leq b', A''x + y \geq b'', x, y \geq 0 \},
\]

where \( \mathbb{1} \) denotes a vector whose entries are all 1. Since \( \begin{pmatrix} x \\ y \end{pmatrix} = 0 \) defines a vertex, this is possible. The LP is obviously not unbounded since the minimum must be at least \( \mathbb{1}b'' \). For any feasible solution \( x \) of (3.3), \( \begin{pmatrix} x \\ b'' - A''x \end{pmatrix} \) is an optimum solution of (3.4) of value \( \mathbb{1}b'' \). Hence if the minimum of (3.4) is greater than \( \mathbb{1}b'' \), then (3.3) is infeasible.

In the contrary case, let \( \begin{pmatrix} x \\ y \end{pmatrix} \) be an optimum vertex of (3.4) of value \( \mathbb{1}b'' \). We claim that \( x \) is a vertex of the polyhedron defined by (3.3). To see this, first observe that \( A''x + y = b'' \). Let \( n \) and \( m \) be the dimensions of \( x \) and \( y \), respectively; then by Proposition 3.8 there is a set \( S \) of \( n + m \) inequalities of (3.4) satisfied with equality, such that the submatrix corresponding to these \( n + m \) inequalities is nonsingular.

Let \( S' \) be the inequalities of \( A'x \leq b' \) and of \( x \geq 0 \) that belong to \( S \). Let \( S'' \) consist of those inequalities of \( A''x \leq b'' \) for which the corresponding inequalities of \( A''x + y \geq b'' \) and \( y \geq 0 \) both belong to \( S \). Obviously \( |S' \cup S''| \geq |S| - m = n \), and the inequalities of \( S' \cup S'' \) are linearly independent and satisfied by \( x \) with equality. Hence \( x \) satisfies \( n \) linearly independent inequalities of (3.3) with equality; thus \( x \) is indeed a vertex. Therefore we can start the Simplex Algorithm with (3.3) and \( x \).
3.3 Duality

Theorem 3.13 shows that the LPs (3.1) and (3.2) are related. This motivates the following definition:

**Definition 3.14.** Given a linear program \( \max \{ cx : Ax \leq b \} \), we define the **dual LP** to be the linear program \( \min \{ yb : yA = c, \ y \geq 0 \} \).

In this case, the original LP \( \max \{ cx : Ax \leq b \} \) is often called the **primal LP**.

**Proposition 3.15.** The dual of the dual of an LP is (equivalent to) the original LP.

**Proof:** Let the primal LP \( \max \{ cx : Ax \leq b \} \) be given. Its dual is \( \min \{ yb : yA = c, \ y \geq 0 \} \), or equivalently

\[
-\max \left\{ -by : \begin{pmatrix} A^T \\ -A^T \\ -I \end{pmatrix} y \leq \begin{pmatrix} c \\ -c \\ 0 \end{pmatrix} \right\}.
\]

(Each equality constraint has been split up into two inequality constraints.) So the dual of the dual is

\[
-\min \left\{ zc - z'c : \begin{pmatrix} A & -A & -I \end{pmatrix} \begin{pmatrix} z \\ z' \\ w \end{pmatrix} = -b, \ z, z', w \geq 0 \right\}
\]

which is equivalent to \( -\min\{ -cx : -Ax - w = -b, \ w \geq 0 \} \) (where we have substituted \( x \) for \( z' - z \)). By eliminating the slack variables \( w \) we see that this is equivalent to the primal LP. \( \Box \)

We now obtain the most important theorem in LP theory, the Duality Theorem:

**Theorem 3.16.** (von Neumann [1947], Gale, Kuhn and Tucker [1951]) If the polyhedra \( P := \{ x : Ax \leq b \} \) and \( D := \{ y : yA = c, \ y \geq 0 \} \) are both nonempty, then \( \max \{ cx : x \in P \} = \min \{ yb : y \in D \} \).

**Proof:** If \( D \) is nonempty, it has a vertex \( y \). We run the **Simplex Algorithm** for \( \min \{ yb : y \in D \} \) and \( y \). By Proposition 3.12, the existence of some \( x \in P \) guarantees that \( \min \{ yb : y \in D \} \) is not unbounded. Thus by Theorem 3.13, the **Simplex Algorithm** returns optimum solutions \( y \) and \( z \) of the LP \( \min \{ yb : y \in D \} \) and its dual. However, the dual is \( \max \{ cx : x \in P \} \) by Proposition 3.15. We have \( yb = cz \), as required. \( \Box \)

We can say even more about the relation between the optimum solutions of the primal and dual LP:
Corollary 3.17. Let \( \max\{cx : Ax \leq b\} \) and \( \min\{yb : yA = c, y \geq 0\} \) be a primal-dual pair of LPs. Let \( x \) and \( y \) be feasible solutions, i.e. \( Ax \leq b, yA = c \) and \( y \geq 0 \). Then the following statements are equivalent:

(a) \( x \) and \( y \) are both optimum solutions.
(b) \( cx = yb \).
(c) \( y(b - Ax) = 0 \).

Proof: The Duality Theorem 3.16 immediately implies the equivalence of (a) and (b). The equivalence of (b) and (c) follows from \( y(b - Ax) = yb - yAx = yb - cx \).

The property (c) of optimum solutions is often called complementary slackness. Let us write the last result in another form:

Corollary 3.18. Let \( \min\{cx : Ax \geq b, x \geq 0\} \) and \( \max\{yb : yA \leq c, y \geq 0\} \) be a primal-dual pair of LPs. Let \( x \) and \( y \) be feasible solutions, i.e. \( Ax \geq b, yA \leq c \) and \( x, y \geq 0 \). Then the following statements are equivalent:

(a) \( x \) and \( y \) are both optimum solutions.
(b) \( cx = yb \).
(c) \( (c - yA)x = 0 \) and \( y(b - Ax) = 0 \).

Proof: The equivalence of (a) and (b) is obtained by applying the Duality Theorem 3.16 to \( \max \left\{ (-c)x : \begin{bmatrix} -A & -I \end{bmatrix} x \leq \begin{bmatrix} -b \\ 0 \end{bmatrix} \right\} \).

To prove that (b) and (c) are equivalent, observe that we have \( y(b - Ax) \leq 0 \leq (c - yA)x \) for any feasible solutions \( x \) and \( y \), and that \( y(b - Ax) = (c - yA)x \) iff \( yb = cx \).

The two conditions in (c) are sometimes called primal and dual complementary slackness conditions.

The Duality Theorem has many applications in combinatorial optimization. One reason for its importance is that the optimality of a solution can be proved by giving a feasible solution of the dual LP with the same objective value. We shall show now how to prove that an LP is unbounded or infeasible:

Theorem 3.19. There exists a vector \( x \) with \( Ax \leq b \) if and only if \( yb \geq 0 \) for each vector \( y \geq 0 \) for which \( yA = 0 \).

Proof: If there is a vector \( x \) with \( Ax \leq b \), then \( yb \geq yAx = 0 \) for each \( y \geq 0 \) with \( yA = 0 \).

Consider the LP

\[
- \min\{w : Ax - w \leq b, w \geq 0\}.
\]

Writing it in standard form we have
The dual of this LP is
\[
\min \left\{ \left( b^0 \right)^T \left( y \ z \right) : \left( A^\top - \mathbf{I} \ - \mathbf{I} \right) \left( y \ z \right) = \left( \mathbf{0} \ -1 \right), \ y, z \geq 0 \right\},
\]
or, equivalently,
\[
\min \{yb : yA = 0, \ 0 \leq y \leq 1\}. \tag{3.6}
\]
Since both (3.5) and (3.6) have a solution \((x = 0, \ w = |b|, \ y = 0)\), we can apply Theorem 3.16. So the optimum values of (3.5) and (3.6) are the same. Since the system \(Ax \leq b\) has a solution iff the optimum value of (3.5) is zero, the proof is complete. \(\square\)

So the fact that a linear inequality system \(Ax \leq b\) has no solution can be proved by giving a vector \(y \geq 0\) with \(yA = 0\) and \(yb < 0\). We mention two equivalent formulations of Theorem 3.19:

**Corollary 3.20.** There is a vector \(x \geq 0\) with \(Ax \leq b\) if and only if \(yb \geq 0\) for each vector \(y \geq 0\) with \(yA \geq 0\).

**Proof:** Apply Theorem 3.19 to the system \(\begin{pmatrix} A \\ -A \end{pmatrix} x \leq \begin{pmatrix} b \\ -b \end{pmatrix}, \ x \geq 0. \quad \square\)

**Corollary 3.21.** (Farkas [1894]) There is a vector \(x \geq 0\) with \(Ax = b\) if and only if \(yb \geq 0\) for each vector \(y\) with \(yA \geq 0\).

**Proof:** Apply Corollary 3.20 to the system \(\begin{pmatrix} A \\ -A \end{pmatrix} x \leq \begin{pmatrix} b \\ -b \end{pmatrix}, \ x \geq 0. \quad \square\)

Corollary 3.21 is usually known as Farkas’ Lemma. The above results in turn imply the Duality Theorem 3.16 which is interesting since they have quite easy direct proofs (in fact they were known before the Simplex Algorithm); see Exercises 6 and 7.

We have seen how to prove that an LP is infeasible. How can we prove that an LP is unbounded? The next theorem answers this question.

**Theorem 3.22.** If an LP is unbounded, then its dual LP is infeasible. If an LP has an optimum solution, then its dual also has an optimum solution.

**Proof:** The first statement follows immediately from Proposition 3.12.

To prove the second statement, suppose that the (primal) LP \(\max \{cx : Ax \leq b\}\) has an optimum solution \(x^*\), but the dual \(\min \{yb : yA = c, \ y \geq 0\}\) is infeasible (it cannot be unbounded due to the first statement).

If the dual is infeasible, i.e. there is no \(y \geq 0\) with \(A^\top y = c\), we apply Farkas’ Lemma (Corollary 3.21) to get a vector \(z\) with \(zA^\top \geq 0\) and \(zc < 0\). But then \(x^* - z\)
is feasible for the primal, because \( A(x^* - z) = Ax^* - Az \leq b \). The observation
\( c(x^* - z) > cx^* \) therefore contradicts the optimality of \( x^* \).

So there are four cases for a primal-dual pair of LPs: either both have an
optimum solution (in which case the optimum values are the same), or one is
infeasible and the other one is unbounded, or both are infeasible.

The following important fact will often be used:

**Theorem 3.23.** Let \( P = \{ x \in \mathbb{R}^n : Ax \leq b \} \) be a polyhedron and \( z \notin P \). Then there exists a separating hyperplane, i.e. there is a vector \( c \in \mathbb{R}^n \) with
\( cz > \max\{ cx : Ax \leq b \} \).

**Proof:** Since \( z \notin P \), \( \{ x : Ax \leq b, Ix \leq z, -Ix \leq -z \} \) is empty. So by Theorem
3.19, there are vectors \( y, \lambda, \mu \geq 0 \) with
\( yA + (\lambda - \mu)I = 0 \) and \( yb + (\lambda - \mu)z < 0 \).
Then with \( c := \mu - \lambda \) we have \( cz > yb \geq y(Ax) = (yA)x = cx \) for all \( x \in P \).

Farkas’ Lemma also enables us to prove that each finitely generated cone is
polyhedral:

**Theorem 3.24.** (Minkowski [1896], Weyl [1935]) A cone is polyhedral if and
only if it is finitely generated.

**Proof:** The only-if direction is given by Lemma 3.11. So consider the cone \( C \)
generated by \( a_1, \ldots, a_t \). We have to show that \( C \) is polyhedral. Let \( A \) be the
matrix whose rows are \( a_1, \ldots, a_t \).

By Lemma 3.11, the cone \( D := \{ x : Ax \leq 0 \} \) is generated by some vectors
\( b_1, \ldots, b_s \). Let \( B \) be the matrix whose rows are \( b_1, \ldots, b_s \). We prove that
\( C = \{ x : Bx \leq 0 \} \).

As \( b_ja_i = a_ib_j \leq 0 \) for all \( i \) and \( j \), we have \( C \subseteq \{ x : Bx \leq 0 \} \). Now suppose
there is a vector \( w \notin C \) with \( Bw \leq 0 \). \( w \notin C \) means that there is no \( v \geq 0 \)
such that \( A^Tv = w \). By Farkas’ Lemma (Corollary 3.21) this means that there
is a vector \( y \) with \( yw < 0 \) and \( Ay \geq 0 \). So \( -y \in D \). Since \( D \) is generated by
\( b_1, \ldots, b_s \) we have \( -y = zB \) for some \( z \geq 0 \). But then \( 0 < -yw = zBw \leq 0 \), a
contradiction.

### 3.4 Convex Hulls and Polytopes

In this section we collect some more facts on polytopes. In particular, we show
that polytopes are precisely those sets that are the convex hull of a finite number
of points. We start by recalling some basic definitions:

**Definition 3.25.** Given vectors \( x_1, \ldots, x_k \in \mathbb{R}^n \) and \( \lambda_1, \ldots, \lambda_k \geq 0 \) with \( \sum_{i=1}^{k} \lambda_i = 1 \), we call \( x = \sum_{i=1}^{k} \lambda_i x_i \) a convex combination of \( x_1, \ldots, x_k \). A set \( X \subseteq \mathbb{R}^n \)
is convex if \( \lambda x + (1 - \lambda) y \in X \) for all \( x, y \in X \) and \( \lambda \in [0, 1] \). The convex hull
\( \text{conv}(X) \) of a set \( X \) is defined as the set of all convex combinations of points in \( X \).
An extreme point of a set \( X \) is an element \( x \in X \) with \( x \notin \text{conv}(X \setminus \{x\}) \).
So a set $X$ is convex if and only if all convex combinations of points in $X$ are again in $X$. The convex hull of a set $X$ is the smallest convex set containing $X$. Moreover, the intersection of convex sets is convex. Hence polyhedra are convex. Now we prove the "finite basis theorem for polytopes", a fundamental result which seems to be obvious but is not trivial to prove directly:

**Theorem 3.26.** (Minkowski [1896], Steinitz [1916], Weyl [1935]) A set $P$ is a polytope if and only if it is the convex hull of a finite set of points.

**Proof:** (Schrijver [1986]) Let $P = \{x \in \mathbb{R}^n : Ax \leq b\}$ be a nonempty polytope. Obviously,

$$P = \left\{ x : \begin{pmatrix} x \\ 1 \end{pmatrix} \in C \right\}, \quad \text{where } C = \left\{ \begin{pmatrix} x \\ \lambda \end{pmatrix} \in \mathbb{R}^{n+1} : \lambda \geq 0, \ Ax - \lambda b \leq 0 \right\}.$$

$C$ is a polyhedral cone, so by Theorem 3.24 it is generated by finitely many nonzero vectors, say by $\begin{pmatrix} x_1 \\ \lambda_1 \end{pmatrix}, \ldots, \begin{pmatrix} x_k \\ \lambda_k \end{pmatrix}$. Since $P$ is bounded, all $\lambda_i$ are nonzero; w.l.o.g. all $\lambda_i$ are 1. So $x \in P$ if and only if

$$\begin{pmatrix} x \\ 1 \end{pmatrix} = \mu_1 \begin{pmatrix} x_1 \\ 1 \end{pmatrix} + \cdots + \mu_k \begin{pmatrix} x_k \\ 1 \end{pmatrix}$$

for some $\mu_1, \ldots, \mu_k \geq 0$. In other words, $P$ is the convex hull of $x_1, \ldots, x_k$.

Now let $P$ be the convex hull of $x_1, \ldots, x_k \in \mathbb{R}^n$. Then $x \in P$ if and only if $\begin{pmatrix} x \\ 1 \end{pmatrix} \in C$, where $C$ is the cone generated by $\begin{pmatrix} x_1 \\ 1 \end{pmatrix}, \ldots, \begin{pmatrix} x_k \\ 1 \end{pmatrix}$. By Theorem 3.24, $C$ is polyhedral, so

$$C = \left\{ \begin{pmatrix} x \\ \lambda \end{pmatrix} : Ax + b\lambda \leq 0 \right\}.$$

We conclude that $P = \{x \in \mathbb{R}^n : Ax + b \leq 0\}$. □

**Corollary 3.27.** A polytope is the convex hull of its vertices.

**Proof:** Let $P$ be a polytope. By Theorem 3.26, the convex hull of its vertices is a polytope $Q$. Obviously $Q \subseteq P$. Suppose there is a point $z \in P \setminus Q$. Then, by Theorem 3.23, there is a vector $c$ with $cz > \max\{cx : x \in Q\}$. The supporting hyperplane $\{x : cx = \max\{cy : y \in P\}\}$ of $P$ defines a face of $P$ containing no vertex. This is impossible by Corollary 3.9. □

The previous two and the following result are the starting point of polyhedral combinatorics; they will be used very often in this book. For a given ground set $E$ and a subset $X \subseteq E$, the **incidence vector** of $X$ (with respect to $E$) is defined as the vector $x \in \{0, 1\}^E$ with $x_e = 1$ for $e \in X$ and $x_e = 0$ for $e \in E \setminus X$. 
Corollary 3.28. Let \((E, \mathcal{F})\) be a set system, \(P\) the convex hull of the incidence vectors of the elements of \(\mathcal{F}\), and \(c : E \to \mathbb{R}\). Then \(\max\{cx : x \in P\} = \max\{c(X) : X \in \mathcal{F}\}\).

**Proof:** Since \(\max\{cx : x \in P\} \geq \max\{c(X) : X \in \mathcal{F}\}\) is trivial, let \(x\) be an optimum solution of \(\max\{cx : x \in P\}\) (note that \(P\) is a polytope by Theorem 3.26). By definition of \(P\), \(x\) is a convex combination of incidence vectors \(y_1, \ldots, y_k\) of elements of \(\mathcal{F}\): \(x = \sum_{i=1}^{k} \lambda_i y_i\) for some \(\lambda_1, \ldots, \lambda_k \geq 0\). Since \(cx = \sum_{i=1}^{k} \lambda_i c y_i\), we have \(c y_i \geq cx\) for at least one \(i \in \{1, \ldots, k\}\). This \(y_i\) is the incidence vector of a set \(Y \in \mathcal{F}\) with \(c(Y) = c y_i \geq cx\). □

**Exercises**

1. A set of vectors \(x_1, \ldots, x_k\) is called affinely independent if there is no \(\lambda \in \mathbb{R}^k \setminus \{0\}\) with \(\lambda^t \mathbb{1} = 0\) and \(\sum_{i=1}^{k} \lambda_i x_i = 0\). Let \(\emptyset \neq X \subseteq \mathbb{R}^n\). Show that the maximum cardinality of an affinely independent set of elements of \(X\) equals \(\dim X + 1\).

2. Let \(P\) be a polyhedron. Prove that the dimension of any facet of \(P\) is one less than the dimension of \(P\).

3. Formulate the dual of the LP formulation (1.1) of the Job Assignment Problem. Show how to solve the primal and the dual LP in the case when there are only two jobs (by a simple algorithm).

4. Let \(G\) be a digraph, \(c : E(G) \to \mathbb{R}_+\), \(E_1, E_2 \subseteq E(G)\), and \(s, t \in V(G)\). Consider the following linear program

\[
\min \sum_{e \in E(G)} c(e) y_e
\]

\[
s.t. \quad y_e \geq z_w - z_v \quad (e = (v, w) \in E(G))
\]

\[
z_t - z_s = 1
\]

\[
y_e \geq 0 \quad (e \in E_1)
\]

\[
y_e \leq 0 \quad (e \in E_2).
\]

Prove that there is an optimum solution \((y, z)\) and \(s \in X \subseteq V(G) \setminus \{t\}\) with \(y_e = 1\) for \(e \in \delta^+(X)\), \(y_e = -1\) for \(e \in \delta^-(X) \setminus E_1\), and \(y_e = 0\) for all other edges \(e\).

**Hint:** Consider the complementary slackness conditions for the edges entering or leaving \(\{v \in V(G) : z_v \leq z_s\}\).

5. Let \(Ax \leq b\) be a linear inequality system in \(n\) variables. By multiplying each row by a positive constant we may assume that the first column of \(A\) is a vector with entries 0, -1 and 1 only. So can write \(Ax \leq b\) equivalently as

\[
a_i'x' \leq b_i \quad (i = 1, \ldots, m_1),
\]

\[-x_1 + a_j'x' \leq b_j \quad (j = m_1 + 1, \ldots, m_2),
\]

\[x_1 + a_k'x' \leq b_k \quad (k = m_2 + 1, \ldots, m),
\]
where $x' = (x_2, \ldots, x_n)$ and $a'_1, \ldots, a'_m$ are the rows of $A$ without the first entry. Then one can eliminate $x_1$: Prove that $Ax \leq b$ has a solution if and only if the system

$$a'_i x' \leq b_i \quad (i = 1, \ldots, m_1),$$

$$a'_j x' - b_j \leq b_k - a'_k x' \quad (j = m_1 + 1, \ldots, m_2, k = m_2 + 1, \ldots, m)$$

has a solution. Show that this technique, when iterated, leads to an algorithm for solving a linear inequality system $Ax \leq b$ (or proving infeasibility).

Note: This method is known as Fourier-Motzkin elimination because it was proposed by Fourier and studied by Motzkin [1936]. One can prove that it is not a polynomial-time algorithm.

6. Use Fourier-Motzkin elimination (Exercise 5) to prove Theorem 3.19 directly. (Kuhn [1956])

7. Show that Theorem 3.19 implies the Duality Theorem 3.16.

8. Prove the decomposition theorem for polyhedra: Any polyhedron $P$ can be written as $P = \{x + c : x \in X, c \in C\}$, where $X$ is a polytope and $C$ is a polyhedral cone.

(Motzkin [1936])

9. Let $P$ be a rational polyhedron and $F$ a face of $P$. Show that

$$\{c : cz = \max \{cx : x \in P\} \text{ for all } z \in F\}$$

is a rational polyhedral cone.

10. Prove Carathéodory’s theorem:

If $X \subseteq \mathbb{R}^n$ and $y \in \text{conv}(X)$, then there are $x_1, \ldots, x_{n+1} \in X$ such that $y \in \text{conv}(\{x_1, \ldots, x_{n+1}\})$.

(Carathéodory [1911])

11. Prove the following extension of Carathéodory’s theorem (Exercise 10):

If $X \subseteq \mathbb{R}^n$ and $y, z \in \text{conv}(X)$, then there are $x_1, \ldots, x_n \in X$ such that $y \in \text{conv}(\{z, x_1, \ldots, x_n\})$.

12. Prove that the extreme points of a polyhedron are precisely its vertices.

13. Let $P$ be a nonempty polytope. Consider the graph $G(P)$ whose vertices are the vertices of $P$ and whose edges correspond to the 1-dimensional faces of $P$. Let $x$ be any vertex of $P$, and $c$ a vector with $c^\top x < \max\{c^\top z : z \in P\}$. Prove that then there is a neighbour $y$ of $x$ in $G(P)$ with $c^\top x < c^\top y$.

* 14. Use Exercise 13 to prove that $G(P)$ is $n$-connected for any $n$-dimensional polytope $P$ ($n \geq 1$).
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4. Linear Programming Algorithms

There are basically three types of algorithms for Linear Programming: the Simplex Algorithm (see Section 3.2), interior point algorithms, and the Ellipsoid Method.

Each of these has a disadvantage: In contrast to the other two, so far no variant of the Simplex Algorithm has been shown to have a polynomial running time. In Sections 4.4 and 4.5 we present the Ellipsoid Method and prove that it leads to a polynomial-time algorithm for Linear Programming. However, the Ellipsoid Method is too inefficient to be used in practice. Interior point algorithms and, despite its exponential worst-case running time, the Simplex Algorithm are far more efficient, and they are both used in practice to solve LPs. In fact, both the Ellipsoid Method and interior point algorithms can be used for more general convex optimization problems, e.g. for so-called semidefinite programming problems. We shall not go into details here.

An advantage of the Simplex Algorithm and the Ellipsoid Method is that they do not require the LP to be given explicitly. It suffices to have an oracle (a subroutine) which decides whether a given vector is feasible and, if not, returns a violated constraint. We shall discuss this in detail with respect to the Ellipsoid Method in Section 4.6, because it implies that many combinatorial optimization problems can be solved in polynomial time; for some problems this is in fact the only known way to show polynomial solvability. This is the reason why we discuss the Ellipsoid Method but not interior point algorithms in this book.

A prerequisite for polynomial-time algorithms is that there exists an optimum solution that has a binary representation whose length is bounded by a polynomial in the input size. We prove this in Section 4.1. In Sections 4.2 and 4.3 we review some basic algorithms needed later, including the well-known Gaussian elimination method for solving systems of equations.

4.1 Size of Vertices and Faces

Instances of Linear Programming are vectors and matrices. Since no strongly polynomial-time algorithm for Linear Programming is known we have to restrict attention to rational instances when analyzing the running time of algorithms. We assume that all numbers are coded in binary. To estimate the size (number of bits) in this representation we define size(n) := 1 + ⌈log(|n| + 1)⌉ for integers n ∈ ℤ and
size($r) := \text{size}(p) + \text{size}(q)$ for rational numbers $r = \frac{p}{q}$, where $p, q$ are relatively prime integers. For vectors $x = (x_1, \ldots, x_n) \in \mathbb{Q}^n$ we store the components and have $\text{size}(x) := n + \text{size}(x_1) + \cdots + \text{size}(x_n)$. For a matrix $A \in \mathbb{Q}^{m \times n}$ with entries $a_{ij}$ we have $\text{size}(A) := mn + \sum_{i,j} \text{size}(a_{ij})$.

Of course these precise values are a somewhat random choice, but remember that we are not really interested in constant factors. For polynomial-time algorithms it is important that the sizes of numbers do not increase too much by elementary arithmetic operations. We note:

**Proposition 4.1.** If $r_1, \ldots, r_n$ are rational numbers, then

\[
\text{size}(r_1 \cdots r_n) \leq \text{size}(r_1) + \cdots + \text{size}(r_n);
\]

\[
\text{size}(r_1 + \cdots + r_n) \leq 2(\text{size}(r_1) + \cdots + \text{size}(r_n)).
\]

**Proof:** For integers $s_1, \ldots, s_n$ we obviously have $\text{size}(s_1 \cdots s_n) \leq \text{size}(s_1) + \cdots + \text{size}(s_n)$ and $\text{size}(s_1 + \cdots + s_n) \leq \text{size}(s_1) + \cdots + \text{size}(s_n)$.

Let now $r_i = \frac{p_i}{q_i}$, where $p_i$ and $q_i$ are nonzero integers ($i = 1, \ldots, n$). Then $\text{size}(r_1 \cdots r_n) = \text{size}(p_1 \cdots p_n) + \text{size}(q_1 \cdots q_n) \leq \text{size}(r_1) + \cdots + \text{size}(r_n)$.

For the second statement, observe that the denominator $q_1 \cdots q_n$ has size at most $\text{size}(q_1) + \cdots + \text{size}(q_n)$. The numerator is the sum of the numbers $q_1 \cdots q_i-1 p_i q_{i+1} \cdots q_n$ ($i = 1, \ldots, n$), so its absolute value is at most $(|p_1| + \cdots + |p_n|)|q_1 \cdots q_n|$. Therefore the size of the numerator is at most $\text{size}(r_1) + \cdots + \text{size}(r_n)$.

The first part of this proposition also implies that we can often assume w.l.o.g. that all numbers in a problem instance are integers, since otherwise we can multiply each of them with the product of all denominators. For addition and inner product of vectors we have:

**Proposition 4.2.** If $x, y \in \mathbb{Q}^n$ are rational vectors, then

\[
\text{size}(x + y) \leq 2(\text{size}(x) + \text{size}(y));
\]

\[
\text{size}(x^\top y) \leq 2(\text{size}(x) + \text{size}(y)).
\]

**Proof:** Using Proposition 4.1 we have $\text{size}(x + y) = n + \sum_{i=1}^n \text{size}(x_i + y_i) \leq n + 2 \sum_{i=1}^n \text{size}(x_i) + 2 \sum_{i=1}^n \text{size}(y_i) = 2(\text{size}(x) + \text{size}(y)) - n$ and $\text{size}(x^\top y) = \text{size} \left( \sum_{i=1}^n x_i y_i \right) \leq 2 \sum_{i=1}^n \text{size}(x_i y_i) \leq 2 \sum_{i=1}^n \text{size}(x_i) + 2 \sum_{i=1}^n \text{size}(y_i) = 2(\text{size}(x) + \text{size}(y)) - 4n$.

Even under more complicated operations the numbers involved do not grow fast. Recall that the determinant of a matrix $A = (a_{ij})_{1 \leq i, j \leq n}$ is defined by

\[
\det A := \sum_{\pi \in S_n} \text{sgn}(\pi) \prod_{i=1}^n a_{i, \pi(i)}, \tag{4.1}
\]

where $S_n$ is the set of all permutations of $\{1, \ldots, n\}$ and $\text{sgn}(\pi)$ is the sign of the permutation $\pi$ (defined to be 1 if $\pi$ can be obtained from the identity map by an even number of transpositions, and $-1$ otherwise).
Proposition 4.3. For any matrix \( A \in \mathbb{Q}^{m \times n} \) we have \( \text{size}(\det A) \leq 2 \text{size}(A) \).

Proof: We write \( a_{ij} = \frac{p_{ij}}{q_{ij}} \) with relatively prime integers \( p_{ij} \), \( q_{ij} \). Now let \( \det A = \frac{p}{q} \) where \( p \) and \( q \) are relatively prime integers. Then \( |\det A| \leq \prod_{i,j} |p_{ij}| + 1 \) and \( |q| \leq \prod_{i,j} |q_{ij}| \). We obtain \( \text{size}(q) \leq \text{size}(A) \) and, using \( \text{size}(p) = |\det A||q| \leq \prod_{i,j} (|p_{ij}| + 1)|q_{ij}| \),

\[
\text{size}(p) \leq \sum_{i,j} (\text{size}(p_{ij}) + 1 + \text{size}(q_{ij})) = \text{size}(A). \]

With this observation we can prove:

Theorem 4.4. Suppose the rational LP \( \max \{ cx : Ax \leq b \} \) has an optimum solution. Then it also has an optimum solution \( x \) with \( \text{size}(x) \leq 4n(\text{size}(A) + \text{size}(b)) \), with components of size at most \( 4(\text{size}(A) + \text{size}(b)) \). If \( b = e_i \) or \( b = -e_i \) for some unit vector \( e_i \), then there is a nonsingular submatrix \( A' \) of \( A \) and an optimum solution \( x \) with \( \text{size}(x) \leq 4n \text{size}(A') \).

Proof: By Corollary 3.4, the maximum is attained in a face \( F \) of \( \{ x : Ax \leq b \} \). Let \( F' \subseteq F \) be a minimal face. By Proposition 3.8, \( F' = \{ x : A'x = b' \} \) for some subsystem \( A'x \leq b' \) of \( Ax \leq b \). W.l.o.g., we may assume that the rows of \( A' \) are linearly independent. We then take a maximal set of linear independent columns (call this matrix \( A'' \)) and set all other components to zero. Then \( x = (A'')^{-1}b' \), filled up with zeros, is an optimum solution to our LP. By Cramer’s rule the entries of \( x \) are given by \( x_j = \frac{\det A''_j}{\det A''} \), where \( A'' \) arises from \( A'' \) by replacing the \( j \)-th column by \( b' \). By Proposition 4.3 we obtain \( \text{size}(x) \leq n + 2n(\text{size}(A''') + \text{size}(A'')) \leq 4n(\text{size}(A''') + \text{size}(b'')) \). If \( b = \pm e_i \) then \( |\det(A''')| \) is the absolute value of a subdeterminant of \( A'' \). 

The encoding length of the faces of a polytope given by its vertices can be estimated as follows:

Lemma 4.5. Let \( P \subseteq \mathbb{R}^n \) be a rational polytope and \( T \in \mathbb{N} \) such that \( \text{size}(x) \leq T \) for each vertex \( x \). Then \( P = \{ x : Ax \leq b \} \) for some inequality system \( Ax \leq b \), each of whose inequalities \( ax \leq \beta \) satisfies \( \text{size}(a) + \text{size}(\beta) \leq 75n^2T \).

Proof: First assume that \( P \) is full-dimensional. Let \( F = \{ x \in P : ax = \beta \} \) be a facet of \( P \), where \( P \subseteq \{ x : ax \leq \beta \} \).

Let \( y_1, \ldots, y_t \) be the vertices of \( F \) (by Proposition 3.5 they are also vertices of \( P \)). Let \( c \) be the solution of \( Mc = e_1 \), where \( M \) is a \( t \times n \)-matrix whose \( i \)-th row is \( y_i - y_1 \) \( (i = 2, \ldots, t) \) and whose first row is some unit vector that is linearly independent of the other rows. Observe that \( \text{rank}(M) = n \) (because \( \text{dim } F = n - 1 \)). So we have \( c^\top = \kappa a \) for some \( \kappa \in \mathbb{R} \setminus \{0\} \).

By Theorem 4.4 \( \text{size}(c) \leq 4n \text{size}(M') \), where \( M' \) is a nonsingular \( n \times n \)-submatrix of \( M \). By Proposition 4.2 we have \( \text{size}(M') \leq 4nT \) and \( \text{size}(c^\top y_1) \leq 2(\text{size}(c) + \text{size}(y_1)) \). So the inequality \( c^\top x \leq \delta \) (or \( c^\top x \geq \delta \) if \( \kappa < 0 \)), where \( \delta := c^\top y_1 = \kappa \beta \), satisfies \( \text{size}(c) + \text{size}(\delta) \leq 3 \text{size}(c) + 2T \leq 48n^2T + 2T \leq 50n^2T \). Collecting these inequalities for all facets \( F \) yields a description of \( P \).
If \( P = \emptyset \), the assertion is trivial, so we now assume that \( P \) is neither full-dimensional nor empty. Let \( V \) be the set of vertices of \( P \). For \( s = (s_1, \ldots, s_n) \in \{-1, 1\}^n \) let \( P_s \) be the convex hull of \( V \cup \{x + s_i e_i : x \in V, i = 1, \ldots, n\} \). Each \( P_s \) is a full-dimensional polytope (Theorem 3.26), and the size of any of its vertices is at most \( T + n \) (cf. Corollary 3.27). By the above, \( P_s \) can be described by inequalities of size at most \( 50n^2(T + n) \leq 75n^2T \) (note that \( T \geq 2n \)). Since \( P = \bigcap_{s \in \{-1, 1\}^n} P_s \), this completes the proof.

4.2 Continued Fractions

When we say that the numbers occurring in a certain algorithm do not grow too fast, we often assume that for each rational \( \frac{p}{q} \) the numerator \( p \) and the denominator \( q \) are relatively prime. This assumption causes no problem if we can easily find the greatest common divisor of two natural numbers. This is accomplished by one of the oldest algorithms:

**Euclidean Algorithm**

**Input:** Two natural numbers \( p \) and \( q \).

**Output:** The greatest common divisor \( d \) of \( p \) and \( q \), i.e. \( \frac{p}{d} \) and \( \frac{q}{d} \) are relatively prime integers.

1. While \( p > 0 \) and \( q > 0 \) do:
   - If \( p < q \) then set \( q := q - \lfloor \frac{q}{p} \rfloor p \) else set \( p := p - \lfloor \frac{p}{q} \rfloor q \).

2. Return \( d := \max\{p, q\} \).

**Theorem 4.6.** The Euclidean Algorithm works correctly. The number of iterations is at most \( \text{size}(p) + \text{size}(q) \).

**Proof:** The correctness follows from the fact that the set of common divisors of \( p \) and \( q \) does not change throughout the algorithm, until one of the numbers becomes zero. One of \( p \) or \( q \) is reduced by at least a factor of two in each iteration, hence there are at most \( \log p + \log q + 1 \) iterations.

Since no number occurring in an intermediate step is greater than \( p \) and \( q \), we have a polynomial-time algorithm.

A similar algorithm is the so-called Continued Fraction Expansion. This can be used to approximate any number by a rational number whose denominator is not too large. For any positive real number \( x \) we define \( x_0 := x \) and \( x_{i+1} := \frac{1}{x_i - \lfloor x_i \rfloor} \) for \( i = 1, 2, \ldots \), until \( x_k \in \mathbb{N} \) for some \( k \). Then we have

\[
x = x_0 = \lfloor x_0 \rfloor + \frac{1}{x_1} = \lfloor x_0 \rfloor + \frac{1}{\lfloor x_1 \rfloor + \frac{1}{x_2}} = \lfloor x_0 \rfloor + \frac{1}{\lfloor x_1 \rfloor + \frac{1}{\lfloor x_2 \rfloor + \frac{1}{x_3}}} = \ldots
\]
We claim that this sequence is finite if and only if \( x \) is rational. One direction follows immediately from the observation that \( x_{i+1} \) is rational if and only if \( x_i \) is rational. The other direction is also easy: If \( x = \frac{p}{q} \), the above procedure is equivalent to the Euclidean algorithm applied to \( p \) and \( q \). This also shows that for a given rational number \( \frac{p}{q} \), the (finite) sequence \( x_1, x_2, \ldots, x_k \) as above can be computed in polynomial time. The following algorithm is almost identical to the Euclidean Algorithm except for the computation of the numbers \( g_i \) and \( h_i \); we shall prove that the sequence \( \left( \frac{g_i}{h_i} \right)_{i \in \mathbb{N}} \) converges to \( x \).

**Continued Fraction Expansion**

**Input:** A rational number \( x = \frac{p}{q} \).

**Output:** The sequence \( \left( x_i = \frac{p_i}{q_i} \right)_{i=0,1,...} \) with \( x_0 = \frac{p}{q} \) and \( x_{i+1} := \frac{1}{x_i - \lfloor x_i \rfloor} \).

1. Set \( i := 0 \), \( p_0 := p \) and \( q_0 := q \).
   Set \( g_{-2} := 0 \), \( g_{-1} := 1 \), \( h_{-2} := 1 \), and \( h_{-1} := 0 \).
2. **While** \( q_i \neq 0 \)** do:
   Set \( a_i := \lfloor \frac{p_i}{q_i} \rfloor \).
   Set \( g_i := a_i g_{i-1} + g_{i-2} \).
   Set \( h_i := a_i h_{i-1} + h_{i-2} \).
   Set \( q_{i+1} := p_i - a_i q_i \).
   Set \( p_{i+1} := q_i \).
   Set \( i := i + 1 \).

We claim that the sequence \( \frac{g_i}{h_i} \) yields good approximations of \( x \). Before we can prove this, we need some preliminary observations:

**Proposition 4.7.** The following statements hold for all iterations \( i \) in the above algorithm:

(a) \( a_i \geq 1 \) (except possibly for \( i = 0 \)) and \( h_i \geq h_{i-1} \).
(b) \( g_{i-1}h_i - g_i h_{i-1} = (-1)^i \).
(c) \( \frac{p_i g_{i-1} + q_i g_{i-2}}{p_i h_{i-1} + q_i h_{i-2}} = x \).
(d) \( \frac{g_i}{h_i} \leq x \) if \( i \) is even and \( \frac{g_i}{h_i} \geq x \) if \( i \) is odd.

**Proof:** (a) is obvious. (b) is easily shown by induction: For \( i = 0 \) we have \( g_{i-1}h_i - g_i h_{i-1} = g_{-1}h_0 = 1 \), and for \( i \geq 1 \) we have

\[
g_{i-1}h_i - g_i h_{i-1} = g_{i-1}(a_i h_{i-1} + h_{i-2}) - h_{i-1}(a_i g_{i-1} + g_{i-2}) = g_{i-1}h_{i-2} - h_{i-1}g_{i-2}.
\]

(c) is also proved by induction: For \( i = 0 \) we have

\[
\frac{p_i g_{i-1} + q_i g_{i-2}}{p_i h_{i-1} + q_i h_{i-2}} = \frac{p_i \cdot 1 + 0}{0 + q_i \cdot 1} = x.
\]
For \( i \geq 1 \) we have
\[
\frac{p_i g_{i-1} + q_i g_{i-2}}{p_i h_{i-1} + q_i h_{i-2}} = \frac{q_i-1(a_i-1 g_{i-2} + g_{i-3}) + (p_i-1 - a_i-1 q_{i-1}) g_{i-2}}{q_i-1(a_i-1 h_{i-2} + h_{i-3}) + (p_i-1 - a_i-1 q_{i-1}) h_{i-2}}
\]
\[
= \frac{q_i-1 g_{i-3} + p_i-1 g_{i-2}}{q_i-1 h_{i-3} + p_i-1 h_{i-2}}.
\]

We finally prove (d). We note \( \frac{g_{i-2}}{h_{i-2}} = 0 < x < \infty = \frac{g_{i-1}}{h_{i-1}} \) and proceed by induction. The induction step follows easily from the fact that the function \( f(\alpha) = \alpha g_{i-1} + \alpha h_{i-1} \) is monotone for \( \alpha > 0 \), and \( f\left(\frac{p_i}{q_i}\right) = x \) by (c).

**Theorem 4.8.** (Khintchine [1956]) Given a rational number \( \alpha \) and a natural number \( n \), a rational number \( \beta \) with denominator at most \( n \) such that \( |\alpha - \beta| \) is minimum can be found in polynomial time (polynomial in size \( (n) + \text{size}(\alpha) \)).

**Proof:** We run the **Continued Fraction Expansion** with \( x := \alpha \). If the algorithm stops with \( q_i = 0 \) and \( h_{i-1} \leq n \), we can set \( \beta = \frac{g_{i-1}}{h_{i-1}} = \alpha \) by Proposition 4.7(c). Otherwise let \( i \) be the last index with \( h_i \leq n \), and let \( t \) be the maximum integer such that \( t h_i + h_{i-1} \leq n \) (cf. Proposition 4.7(a)). Since \( a_i+1 h_i + h_{i-1} = h_i+1 > n \), we have \( t < a_i+1 \). We claim that

\[
y := \frac{g_i}{h_i} \quad \text{or} \quad z := \frac{t g_i + g_{i-1}}{t h_i + h_{i-1}}
\]
is an optimum solution. Both numbers have denominators at most \( n \).

If \( i \) is even, then \( y \leq x < z \) by Proposition 4.7(d). Similarly, if \( i \) is odd, we have \( y \geq x > z \). We show that any rational number \( \frac{p}{q} \) between \( y \) and \( z \) has denominator greater than \( n \).

Observe that

\[
|z - y| = \frac{|h_i g_{i-1} - h_{i-1} g_i|}{h_i (t h_i + h_{i-1})} = \frac{1}{h_i (t h_i + h_{i-1})}
\]

(using Proposition 4.7(b)). On the other hand,

\[
|z - y| = \left| z - \frac{p}{q} \right| + \left| \frac{p}{q} - y \right| \geq \frac{1}{(t h_i + h_{i-1}) q} + \frac{1}{h_i q} = \frac{h_{i-1} + (t + 1) h_i}{q h_i (t h_i + h_{i-1})},
\]

so \( q \geq h_i-1 + (t + 1) h_i > n \). □

The above proof is from the book of Grötschel, Lovász and Schrijver [1988], which also contains important generalizations.

### 4.3 Gaussian Elimination

The most important algorithm in Linear Algebra is the so-called Gaussian elimination. It has been applied by Gauss but was known much earlier (see Schrijver [1986] for historical notes). Gaussian elimination is used to determine the rank of
4.3 Gaussian Elimination

a matrix, to compute the determinant and to solve a system of linear equations. It occurs very often as a subroutine in linear programming algorithms; e.g. in 1 of the Simplex Algorithm.

Given a matrix \( A \in \mathbb{Q}^{m \times n} \), our algorithm for Gaussian Elimination works with an extended matrix \( Z = (B \ C) \in \mathbb{Q}^{m \times (n+m)} \); initially \( B = A \) and \( C = I \). The algorithm transforms \( B \) to the form \( \begin{pmatrix} I & R \\ 0 & 0 \end{pmatrix} \) by the following elementary operations: permuting rows and columns, adding a multiple of one row to another row, and (in the final step) multiplying rows by nonzero constants. At each iteration \( C \) is modified accordingly, such that the property \( C \tilde{A} = B \) is maintained throughout where \( \tilde{A} \) results from \( A \) by permuting rows and columns.

The first part of the algorithm, consisting of 2 and 3, transforms \( B \) to an upper triangular matrix. Consider for example the matrix \( Z \) after two iterations; it has the form

\[
\begin{pmatrix}
z_{11} \neq 0 & z_{12} & z_{13} & \cdots & z_{1n} & \underbrace{1}_{z_{11}} & 0 & 0 & \cdots & 0 \\
0 & z_{22} \neq 0 & z_{23} & \cdots & z_{2n} & z_{2,n+1} & 1 & 0 & \cdots & 0 \\
0 & 0 & z_{33} & \cdots & z_{3n} & z_{3,n+1} & z_{3,n+2} & 1 & 0 & \cdots & 0 \\
& \ddots & \ddots & \ddots & \ddots & \ddots & \ddots & \ddots & \ddots \\
0 & 0 & z_{m3} & \cdots & z_{mn} & z_{m,n+1} & z_{m,n+2} & 0 & \cdots & 0 & 1 \\
\end{pmatrix}
\]

If \( z_{33} \neq 0 \), then the next step just consists of subtracting \( \frac{z_{23}}{z_{33}} \) times the third row from the \( i \)-th row, for \( i = 4, \ldots, m \). If \( z_{33} = 0 \) we first exchange the third row and/or the third column with another one. Note that if we exchange two rows, we have to exchange also the two corresponding columns of \( C \) in order to maintain the property \( C \tilde{A} = B \). To have \( \tilde{A} \) available at each point we store the permutations of the rows and columns in variables \( \text{row}(i), i = 1, \ldots, m \) and \( \text{col}(j), j = 1, \ldots, n \). Then \( \tilde{A} = (A_{\text{row}(i), \text{col}(j)})_{i \in [1, \ldots, m], j \in [1, \ldots, n]} \).

The second part of the algorithm, consisting of 4 and 5, is simpler since no rows or columns are exchanged anymore.

**Gaussian Elimination**

**Input:** A matrix \( A = (a_{ij}) \in \mathbb{Q}^{m \times n} \).

**Output:** Its rank \( r \),
- a maximal nonsingular submatrix \( A' = (a_{\text{row}(i), \text{col}(j)})_{i,j \in [1, \ldots, r]} \) of \( A \),
- its determinant \( d = \det A' \), and its inverse \( (A')^{-1} = (z_{i,n+j})_{i,j \in [1, \ldots, r]} \).

1. Set \( r := 0 \) and \( d := 1 \).
   - Set \( z_{ij} := a_{ij} \), \( \text{row}(i) := i \) and \( \text{col}(j) := j \) \( (i = 1, \ldots, m, j = 1, \ldots, n) \).
   - Set \( z_{i,n+j} := 0 \) and \( z_{i,n+i} := 1 \) for \( 1 \leq i, j \leq m, i \neq j \).
Let \( p \in \{ r + 1, \ldots, m \} \) and \( q \in \{ r + 1, \ldots, n \} \) with \( z_{pq} \neq 0 \). If no such \( p \) and \( q \) exist, then go to \( 4 \).

Set \( r := r + 1 \).

If \( p \neq r \) then exchange \( z_{pj} \) and \( z_{rj} \) (\( j = 1, \ldots, n + m \)), exchange \( z_{i,n+p} \) and \( z_{i,n+r} \) (\( i = 1, \ldots, m \)), and exchange \( \text{row}(p) \) and \( \text{row}(r) \).

If \( q \neq r \) then exchange \( z_{iq} \) and \( z_{ir} \) (\( i = 1, \ldots, m \)), and exchange \( \text{col}(q) \) and \( \text{col}(r) \).

Set \( d := d \cdot z_{rr} \).

For \( i := r + 1 \) to \( m \) do:

For \( j := r \) to \( n + r \) do:

\[ z_{ij} := z_{ij} - \frac{z_{ir}}{z_{rr}} z_{rj}. \]

Go to \( 2 \).

For \( k := r \) down to \( 1 \) do:

For \( i := 1 \) to \( k - 1 \) do:

For \( j := k \) to \( n + r \) do:

\[ z_{ij} := z_{ij} - \frac{z_{ik}}{z_{kk}} z_{kj}. \]

For \( k := 1 \) to \( r \) do:

For \( j := 1 \) to \( n + r \) do:

\[ z_{kj} := \frac{z_{kj}}{z_{kk}}. \]

---

**Theorem 4.9.** **Gaussian Elimination** works correctly and terminates after \( O(mnr) \) steps.

**Proof:** First observe that each time before \( 2 \) we have \( z_{ii} \neq 0 \) for \( i \in \{1, \ldots, r \} \) and \( z_{ij} = 0 \) for all \( j \in \{1, \ldots, r \} \) and \( i \in \{j + 1, \ldots, m \} \). Hence

\[
\det ((z_{ij})_{i,j \in \{1,2,\ldots,r\}}) = z_{11}z_{22} \cdots z_{rr} = d \neq 0.
\]

Since adding a multiple of one row to another row of a square matrix does not change the value of the determinant (this well-known fact follows directly from the definition (4.1)) we have

\[
\det ((z_{ij})_{i,j \in \{1,2,\ldots,r\}}) = \det ((a_{\text{row}(i),\text{col}(j)})_{i,j \in \{1,2,\ldots,r\}})
\]

at any stage before \( 5 \), and hence the determinant \( d \) is computed correctly. \( A' \) is a nonsingular \( r \times r \)-submatrix of \( A \). Since \((z_{ij})_{i\in\{1,\ldots,m\},j\in\{1,\ldots,n\}} \) has rank \( r \) at termination and the operations did not change the rank, \( A \) has also rank \( r \).

Moreover, \( \sum_{j=1}^{m} z_{i,n+j}a_{\text{row}(j),\text{col}(k)} = z_{ik} \) for all \( i \in \{1, \ldots, m \} \) and \( k \in \{1, \ldots, n \} \) (i.e. \( CA = B \) in our above notation) holds throughout. (Note that for \( j = r + 1, \ldots, m \) we have at any stage \( z_{jj} = 1 \) and \( z_{ij} = 0 \) for \( i \neq j \).) Since \((z_{ij})_{i,j \in \{1,2,\ldots,r\}} \) is the unit matrix at termination this implies that \((A')^{-1} \) is also computed correctly. The number of steps is obviously \( O(rmn + r^2(n + r)) = O(mnr) \).

In order to prove that **Gaussian Elimination** is a polynomial-time algorithm we have to guarantee that all numbers that occur are polynomially bounded by the input size. This is not trivial but can be shown:
Theorem 4.10. (Edmonds [1967]) Gaussian Elimination is a polynomial-time algorithm. Each number occurring in the course of the algorithm can be stored with $O(m(m + n) \text{ size}(A))$ bits.

Proof: We first show that in (2) and (3) all numbers are 0, 1, or quotients of subdeterminants of $A$. First observe that entries $z_{ij}$ with $i \leq r$ or $j \leq r$ are not modified anymore. Entries $z_{ij}$ with $j > n + r$ are 0 (if $j \neq n + i$) or 1 (if $j = n + i$). Furthermore, we have for all $s \in \{r + 1, \ldots, m\}$ and $t \in \{r + 1, \ldots, n + m\}$

$$z_{st} = \frac{\det((z_{ij})_{i \in \{1, 2, \ldots, r, s\}, j \in \{1, 2, \ldots, r, t\}})}{\det((z_{ij})_{i, j \in \{1, 2, \ldots, r\}})} .$$

(This follows from evaluating the determinant $\det((z_{ij})_{i \in \{1, 2, \ldots, r, s\}, j \in \{1, 2, \ldots, r, t\}})$ along the last row because $z_{sj} = 0$ for all $s \in \{r + 1, \ldots, m\}$ and all $j \in \{1, \ldots, r\}$.)

We have already observed in the proof of Theorem 4.9 that

$$\det((z_{ij})_{i, j \in \{1, 2, \ldots, r\}}) = \det((a_{row(i), col(j)})_{i, j \in \{1, 2, \ldots, r\}}) ,$$

because adding a multiple of one row to another row of a square matrix does not change the value of the determinant. By the same argument we have

$$\det((z_{ij})_{i \in \{1, 2, \ldots, r, s\}, j \in \{1, 2, \ldots, r, t\}}) = \det((a_{row(i), col(j)})_{i \in \{1, 2, \ldots, r, s\}, j \in \{1, 2, \ldots, r, t\}})$$

for $s \in \{r + 1, \ldots, m\}$ and $t \in \{r + 1, \ldots, n\}$. Furthermore,

$$\det((z_{ij})_{i \in \{1, 2, \ldots, r, s\}, j \in \{1, 2, \ldots, r, n + t\}}) = \det((a_{row(i), col(j)})_{i \in \{1, 2, \ldots, r, s\} \setminus \{r\}, j \in \{1, 2, \ldots, r\}})$$

for all $s \in \{r + 1, \ldots, m\}$ and $t \in \{1, \ldots, r\}$, which is checked by evaluating the left-hand side determinant (after (1)) along column $n + t$.

We conclude that at any stage in (2) and (3) all numbers $z_{ij}$ are 0, 1, or quotients of subdeterminants of $A$. Hence, by Proposition 4.3, each number occurring in (2) and (3) can be stored with $O(\text{size}(A))$ bits.

Finally observe that (4) is equivalent to applying (2) and (3) again, choosing $p$ and $q$ appropriately (reversing the order of the first $r$ rows and columns). Hence each number occurring in (4) can be stored with $O(\text{size}((z_{ij})_{i \in \{1, \ldots, m\}, j \in \{1, \ldots, m + n\}}))$ bits, which is $O(m(m + n) \text{ size}(A))$.

The easiest way to keep the representations of the numbers $z_{ij}$ small enough is to guarantee that the numerator and denominator of each of these numbers are relatively prime at any stage. This can be accomplished by applying the Euclidean Algorithm after each computation. This gives an overall polynomial running time.

In fact, we can easily implement Gaussian Elimination to be a strongly polynomial-time algorithm (Exercise 4).

So we can check in polynomial time whether a set of vectors is linearly independent, and we can compute the determinant and the inverse of a nonsingular matrix in polynomial time (exchanging two rows or columns changes just the sign of the determinant). Moreover we get:
Corollary 4.11. Given a matrix $A \in \mathbb{Q}^{m \times n}$ and a vector $b \in \mathbb{Q}^m$ we can in polynomial time find a vector $x \in \mathbb{Q}^n$ with $Ax = b$ or decide that no such vector exists.

Proof: We compute a maximal nonsingular submatrix $A' = (a_{row(i),col(j)}); i,j \in \{1,\ldots,r\}$ of $A$ and its inverse $(A')^{-1} = (z_{i,n+j})_{i,j \in \{1,\ldots,r\}}$ by Gaussian Elimination. Then we set $x_{col(j)} := \sum_{k=1}^{r} z_{j,n+k} b_{row(k)}$ for $j = 1,\ldots,r$ and $x_k := 0$ for $k \notin \{col(1),\ldots, col(r)\}$. We obtain for $i = 1,\ldots,r$:

$$\sum_{j=1}^{n} a_{row(i),j} x_j = \sum_{j=1}^{r} a_{row(i),col(j)} x_{col(j)}$$
$$= \sum_{j=1}^{r} a_{row(i),col(j)} \sum_{k=1}^{r} z_{j,n+k} b_{row(k)}$$
$$= \sum_{k=1}^{r} b_{row(k)} \sum_{j=1}^{r} a_{row(i),col(j)} z_{j,n+k}$$
$$= b_{row(i)}.$$

Since the other rows of $A$ with indices not in $\{row(1),\ldots,row(r)\}$ are linear combinations of these, either $x$ satisfies $Ax = b$ or no vector satisfies this system of equations. \qed

4.4 The Ellipsoid Method

In this section we describe the so-called ellipsoid method, developed by Iudin and Nemirovskii [1976] and Shor [1977] for nonlinear optimization. Khachiyan [1979] observed that it can be modified in order to solve LPs in polynomial time. Most of our presentation is based on (Grötschel, Lovász and Schrijver [1981]); (Bland, Goldfarb and Todd [1981]) and the book of Grötschel, Lovász and Schrijver [1988], which is also recommended for further study.

The idea of the ellipsoid method is very roughly the following. We look for either a feasible or an optimum solution of an LP. We start with an ellipsoid which we know a priori to contain the solutions (e.g. a large ball). At each iteration $k$, we check if the center $x_k$ of the current ellipsoid is a feasible solution. Otherwise, we take a hyperplane containing $x_k$ such that all the solutions lie on one side of this hyperplane. Now we have a half-ellipsoid which contains all solutions. We take the smallest ellipsoid completely containing this half-ellipsoid and continue.

Definition 4.12. An ellipsoid is a set $E(A, x) = \{z \in \mathbb{R}^n : (z-x)^\top A^{-1} (z-x) \leq 1\}$ for some symmetric positive definite $n \times n$-matrix $A$.

Note that $B(x, r) := E(r^2 I, x)$ (with $I$ being the $n \times n$ unit matrix) is the $n$-dimensional Euclidean ball with center $x$ and radius $r$. 

The volume of an ellipsoid $E(A, x)$ is known to be
\[
\text{volume}(E(A, x)) = \sqrt{\det A} \text{ volume}(B(0, 1))
\]
(see Exercise 7). Given an ellipsoid $E(A, x)$ and a hyperplane \(\{z : az = ax\}\), the smallest ellipsoid $E(A', x')$ containing the half-ellipsoid $E' = \{z \in E(A, x) : az \geq ax\}$ is called the Löwner-John ellipsoid of $E'$ (see Figure 4.1). It can be computed by the following formulas:

\[
\begin{align*}
A' &= \frac{n^2}{n^2 - 1} \left( A - \frac{2}{n + 1} bb^\top \right), \\
x' &= x + \frac{1}{n + 1} b, \\
b &= \frac{1}{\sqrt{a^\top Aa}} Aa.
\end{align*}
\]

\textbf{Fig. 4.1.}

One difficulty of the ellipsoid method is caused by the square root in the computation of $b$. Because we have to tolerate rounding errors, it is necessary to increase the radius of the next ellipsoid a little bit. Here is an algorithmic scheme that takes care of this problem:
**Ellipsoid Method**

*Input:* A number \( n \in \mathbb{N} \), \( n \geq 2 \). A number \( N \in \mathbb{N} \). \( x_0 \in \mathbb{Q}^n \) and \( R \in \mathbb{Q}_+ \), \( R \geq 2 \).

*Output:* An ellipsoid \( E(A_N, x_N) \).

1. Set \( p := [6N + \log(9n^3)] \).
   Set \( A_0 := R^2 I \), where \( I \) is the \( n \times n \) unit matrix.
   Set \( k := 0 \).
2. Choose any \( a_k \in \mathbb{Q}^n \setminus \{0\} \).
3. Set \( b_k := \frac{1}{\sqrt{a_k^\top A_k a_k}} A_k a_k \).
   Set \( x_{k+1} := x_k + \frac{1}{n+1} b_k \).
   Set \( A_{k+1} := \frac{2n^2 + 3}{2n^2} \left( A_k - \frac{2}{n+1} b_k b_k^\top \right) \).
   (Here : \( \approx \) means computing the entries up to \( p \) decimal places, taking care that \( A_{k+1} \) is symmetric).
4. Set \( k := k + 1 \).
   If \( k < N \) then go to 2 else stop.

So in each of the \( N \) iterations an approximation \( E(A_{k+1}, x_{k+1}) \) of the smallest ellipsoid containing \( E(A_k, x_k) \cap \{ z : a_k z \geq a_k x_k \} \) is computed. Two main issues, how to obtain the \( a_k \) and how to choose \( N \), will be addressed in the next section. But let us first prove some lemmas.

Let \( ||x|| \) denote the Euclidean norm of vector \( x \), while \( ||A|| := \max\{||Ax|| : ||x|| = 1\} \) shall denote the norm of the matrix \( A \). For symmetric matrices, \( ||A|| \) is the maximum absolute value of the eigenvalue and \( ||A|| = \max\{x^\top Ax : ||x|| = 1\} \).

The first lemma says that each \( E_k := E(A_k, x_k) \) is indeed an ellipsoid. Furthermore, the absolute values of the numbers involved remain smaller than \( R^2 2^N + 2^{\text{size}(x_0)} \). Therefore the running time of the **Ellipsoid Method** is \( O(n^2 (p + q)) \) per iteration, where \( q = \text{size}(a_k) + \text{size}(R) + \text{size}(x_0) \).

**Lemma 4.13.** (Grötschel, Lovász and Schrijver [1981]) *The matrices \( A_0, A_1, \ldots, A_N \) are positive definite. Moreover, for \( k = 0, \ldots, N \) we have*

\[
||x_k|| \leq ||x_0|| + R 2^k, \quad ||A_k|| \leq R^2 2^k \quad \text{and} \quad ||A_k^{-1}|| \leq R^{-2} 4^k.
\]

**Proof:** We use induction on \( k \). For \( k = 0 \) all the statements are obvious. Assume that they are true for some \( k \geq 0 \). By a straightforward computation one verifies that

\[
(A_{k+1}^*)^{-1} = \frac{2n^2}{2n^2 + 3} \left( A_k^{-1} + \frac{2}{n-1} \frac{a_k a_k^\top}{a_k^\top A_k a_k} \right).
\]  (4.2)

So \( (A_{k+1}^*)^{-1} \) is the sum of a positive definite and a positive semidefinite matrix; thus it is positive definite. Hence \( A_{k+1}^* \) is also positive definite.
Note that for positive semidefinite matrices $A$ and $B$ we have $||A|| \leq ||A + B||$. Therefore

$$||A_{k+1}^*|| = \frac{2n^2 + 3}{2n^2} \left( ||A_k - \frac{2}{n+1} b_k b_k^\top || \right) \leq \frac{2n^2 + 3}{2n^2} ||A_k|| \leq \frac{11}{8} R^2 2^k.$$  

Since the $n \times n$ all-one matrix has norm $n$, the matrix $A_{k+1} - A_{k+1}^*$, each of whose entries has absolute value at most $2^{-p}$, has norm at most $n 2^{-p}$. We conclude

$$||A_{k+1}|| \leq ||A_{k+1}^*|| + ||A_{k+1} - A_{k+1}^*|| \leq \frac{11}{8} R^2 2^k + n 2^{-p} \leq R^2 2^{k+1}$$  

(here we used the very rough estimate $2^{-p} \leq \frac{1}{n}$).

It is well-known from linear algebra that for any symmetric positive definite $n \times n$-matrix $A$ there exists a symmetric positive definite matrix $B$ with $A = BB$. Writing $A_k = BB$ with $B = B^\top$ we obtain

$$||b_k|| = \frac{||A_k a_k||}{\sqrt{a_k^\top A_k a_k}} = \sqrt{\frac{a_k^\top A_k^2 a_k}{a_k^\top A_k a_k}} = \sqrt{\frac{(B a_k)^\top A_k (B a_k)}{(B a_k)^\top (B a_k)}} \leq \sqrt{||A_k||} \leq R 2^{k-1}.$$  

Using this (and again the induction hypothesis) we get

$$||x_{k+1}|| \leq ||x_k|| + \frac{1}{n+1} ||b_k|| + ||x_{k+1} - x_{k+1}^*||$$  

$$\leq ||x_0|| + R 2^k + \frac{1}{n+1} R 2^{k-1} + \sqrt{n} 2^{-p} \leq ||x_0|| + R 2^{k+1}.$$  

Using (4.2) and $||a_k a_k^\top|| = a_k^\top a_k$ we compute

$$|| (A_{k+1}^*)^{-1} || \leq \frac{2n^2}{2n^2 + 3} \left( ||A_k^{-1}|| + \frac{2}{n-1} a_k^\top a_k \right)$$  

$$\leq \frac{2n^2}{2n^2 + 3} \left( ||A_k^{-1}|| + \frac{2}{n-1} a_k^\top B A_k^{-1} B a_k \right)$$  

$$\leq \frac{2n^2}{2n^2 + 3} \left( ||A_k^{-1}|| + \frac{2}{n-1} ||A_k^{-1}|| \right) < \frac{n+1}{n-1} ||A_k^{-1}||$$  

$$\leq 3 R^{-2} 4^k.$$  

Let $\lambda$ be the smallest eigenvalue of $A_{k+1}$, and let $v$ be a corresponding eigenvector with $||v|| = 1$. Then – writing $A_{k+1}^* = CC$ for a symmetric matrix $C$ – we have

$$\lambda = v^\top A_{k+1} v = v^\top A_{k+1}^* v + v^\top (A_{k+1} - A_{k+1}^*) v$$  

$$= \frac{v^\top C C v}{v^\top (A_{k+1}^*)^{-1} C v} + v^\top (A_{k+1} - A_{k+1}^*) v$$  

$$\geq ||(A_{k+1}^*)^{-1}||^{-1} - ||A_{k+1} - A_{k+1}^*|| > \frac{1}{3} R^2 4^{-k} - n 2^{-p} \geq R^2 4^{-(k+1)},$$  

where we used the induction hypotheses (4.3.1) and (4.3.2) with $\alpha = R^2 4^{-k} - n 2^{-p}$.
where we used \(2^{-p} \leq \frac{1}{2n} 4^{-k}\). Since \(\lambda > 0\), \(A_{k+1}\) is positive definite. Furthermore,

\[
\| (A_{k+1})^{-1} \| = \frac{1}{\lambda} \leq R^{-2} 4^{k+1}. \quad \square
\]

Next we show that in each iteration the ellipsoid contains the intersection of \(E_0\) and the previous half-ellipsoid:

**Lemma 4.14.** For \(k = 0, \ldots, N-1\) we have \(E_{k+1} \supseteq \{x \in E_k \cap E_0 : a_k x \geq a_k x_k\}\).

**Proof:** Let \(x \in E_k \cap E_0\) with \(a_k x \geq a_k x_k\). We first compute (using (4.2))

\[
\frac{(x - x_k^*)^\top (A_{k+1}^*)^{-1} (x - x_{k+1}^*)}{2n^2 + 3} = \frac{2n^2}{2n^2 + 3} \left( \begin{array}{l}
\left( x - x_k - \frac{1}{n+1} b_k \right) \left( A_k^{-1} + \frac{2}{n-1} a_k^\top A_k a_k \right) \left( x - x_k - \frac{1}{n+1} b_k \right) \\
+ \frac{1}{(n+1)^2} \left( b_k^\top A_k^{-1} b_k + \frac{2}{n-1} a_k^\top A_k a_k \right) \\
- \frac{2(x - x_k)^\top}{n+1} \left( A_k^{-1} b_k + \frac{2}{n-1} a_k^\top A_k a_k \right)
\end{array} \right)
\]

\[
= \frac{2n^2}{2n^2 + 3} \left( (x - x_k)^\top A_k^{-1} (x - x_k) + \frac{2}{n-1} (x - x_k)^\top a_k^\top A_k a_k (x - x_k) + \frac{1}{(n+1)^2} \left( 1 + \frac{2}{n-1} \right) - \frac{2}{n+1} \frac{(x - x_k)^\top a_k}{\sqrt{a_k^\top A_k a_k}} \left( 1 + \frac{2}{n-1} \right) \right).
\]

Since \(x \in E_k\), we have \((x - x_k)^\top A_k^{-1} (x - x_k) \leq 1\). By abbreviating \(t := \frac{a_k^\top (x - x_k)}{\sqrt{a_k^\top A_k a_k}}\) we obtain

\[
(x - x_{k+1}^*)^\top (A_{k+1}^*)^{-1} (x - x_{k+1}^*) \leq \frac{2n^2}{2n^2 + 3} \left( 1 + \frac{2}{n-1} t^2 + \frac{1}{n^2 - 1} - \frac{2}{n-1} t \right).
\]

Since \(b_k^\top A_k^{-1} b_k = 1\) and \(b_k^\top A_k^{-1} (x - x_k) = t\), we have

\[
1 \geq (x - x_k)^\top A_k^{-1} (x - x_k) = (x - x_k - t b_k)^\top A_k^{-1} (x - x_k - t b_k) + t^2 \geq t^2.
\]

because \(A_k^{-1}\) is positive definite. So (using \(a_k x \geq a_k x_k\)) we have \(0 \leq t \leq 1\) and obtain

\[
(x - x_{k+1}^*)^\top (A_{k+1}^*)^{-1} (x - x_{k+1}^*) \leq \frac{2n^4}{2n^4 + n^2 - 3}.
\]
It remains to estimate the rounding error

\[
Z := |(x - x_{k+1})^\top (A_{k+1}^{-1})^{-1} (x - x_{k+1}) - (x - x_{k+1}^*)^\top (A_{k+1}^{-1})^{-1} (x - x_{k+1}^*)| \\
\leq |(x - x_{k+1})^\top (A_{k+1}^{-1})^{-1} (x - x_{k+1}^*)^\top (A_{k+1}^{-1})^{-1} (x - x_{k+1}^*)| \\
+ |(x_{k+1}^* - x_{k+1})^\top (A_{k+1}^{-1})^{-1} (x - x_{k+1}^*)| \\
+ |(x - x_{k+1}^*)^\top ((A_{k+1}^{-1})^{-1} - (A_{k+1}^*^{-1})^{-1}) (x - x_{k+1}^*)| \\
\leq ||x - x_{k+1}|| ||(A_{k+1}^{-1})^{-1}|| ||x_{k+1}^* - x_{k+1}|| \\
+ ||x_{k+1}^* - x_{k+1}|| ||(A_{k+1}^{-1})^{-1}|| ||x - x_{k+1}^*|| \\
+ ||x - x_{k+1}^*||^2 ||(A_{k+1}^{-1})^{-1}|| ||(A_{k+1}^*^{-1})^{-1}|| ||A_{k+1}^* - A_{k+1}||.
\]

Using Lemma 4.13 and \( x \in E_0 \) we get \( ||x - x_{k+1}|| \leq ||x - x_0|| + ||x_{k+1} - x_0|| \leq R + R2^N \) and \( ||x - x_{k+1}|| \leq ||x - x_{k+1}|| + \sqrt{n2} - p \leq R2^{N+1} \). We also use (4.3) and obtain

\[
Z \leq 2 \left( R2^{N+1} \right) \left( R^{-2}4^N \right) \left( \sqrt{n2} - p \right) + \left( R^24^N \right) \left( R^{-2}4^N \right) \left( 3R^{-2}4^N \right) \left( n2 - p \right) \\
= 4R^{-1}2^{2N} \sqrt{n2} - p + 3R^{-2}2^{6N}n2 - p \\
\leq 2^{6N}n2 - p \\
\leq \frac{1}{9n^2},
\]

by definition of \( p \). Altogether we have

\[
(x - x_{k+1})^\top (A_{k+1}^{-1})^{-1} (x - x_{k+1}) \leq \frac{2n^4}{2n^4 + n^2 - 3} + \frac{1}{9n^2} \leq 1.
\]

The volumes of the ellipsoids decrease by a constant factor in each iteration:

**Lemma 4.15.** For \( k = 0, \ldots, N - 1 \) we have \( \frac{\text{volume}(E_{k+1})}{\text{volume}(E_k)} < e^{-\frac{1}{n}} \).

**Proof:** (Grötschel, Lovász and Schrijver [1988]) We write

\[
\frac{\text{volume}(E_{k+1})}{\text{volume}(E_k)} = \sqrt{\frac{\det A_{k+1}}{\det A_{k}}} = \sqrt{\frac{\det A_{k+1}^*}{\det A_{k}} \frac{\det A_{k+1}}{\det A_{k}^*}}
\]

and estimate the two factors independently. First observe that

\[
\frac{\det A_{k+1}^*}{\det A_{k}} = \left( \frac{2n^2 + 3}{2n^2} \right)^n \det \left( I - \frac{2}{n+1} \frac{a_k a_k^\top A_k}{a_k^\top A_k a_k} \right).
\]

The matrix \( \frac{a_k a_k^\top A_k}{a_k^\top A_k a_k} \) has rank one and 1 as its only nonzero eigenvalue (eigenvector \( a_k \)). Since the determinant is the product of the eigenvalues, we conclude that

\[
\frac{\det A_{k+1}^*}{\det A_{k}} = \left( \frac{2n^2 + 3}{2n^2} \right)^n \left( 1 - \frac{2}{n+1} \right) < e^{\frac{3}{n}} e^{-\frac{2}{n}} = e^{-\frac{1}{n}},
\]

where we used \( 1 + x \leq e^x \) for all \( x \) and \( \left( \frac{n-1}{n+1} \right)^n < e^{-2} \) for \( n \geq 2 \).
For the second estimation we use (4.3) and the well-known fact that $\det B \leq ||B||^n$ for any matrix $B$:

$$\frac{\det A_{k+1}}{\det A_k} = \det \left( I + (A_{k+1}^* - A_k^*)^{-1} \right)$$

$$\leq \left( ||I|| + ||(A_{k+1}^*)^{-1}|| \right)^n$$

$$\leq \left( 1 + (R^{-2}4^{k+1})(n2^{-p}) \right)^n$$

$$\leq \left( 1 + \frac{1}{10n^2} \right)^n$$

$$\leq e^{\frac{1}{10n^2}}$$

We conclude that

$$\frac{\text{volume} \ (E_{k+1})}{\text{volume} \ (E_k)} = \frac{\det A_k}{\det A_{k+1}} \leq e^{-\frac{1}{10n^2}} e^{\frac{1}{20n^2}} = e^{-\frac{1}{20n^2}}.$$

\[ \square \]

### 4.5 Khachiyan’s Theorem

In this section we shall prove Khachiyan’s theorem: the Ellipsoid Method can be applied to Linear Programming in order to obtain a polynomial-time algorithm. Let us first prove that it suffices to have an algorithm for checking feasibility of linear inequality systems:

**Proposition 4.16.** Suppose there is a polynomial-time algorithm for the following problem: “Given a matrix $A \in \mathbb{Q}^{m \times n}$ and a vector $b \in \mathbb{Q}^m$, decide if $\{x : Ax \leq b\}$ is empty.” Then there is a polynomial-time algorithm for Linear Programming which finds an optimum basic solution if there exists one.

**Proof:** Let an LP $\max\{cx : Ax \leq b\}$ be given. We first check if the primal and dual LPs are both feasible. If at least one of them is infeasible, we are done by Theorem 3.22. Otherwise, by Corollary 3.17, it is sufficient to find an element of $\{(x, y) : Ax \leq b, yA = c, y \geq 0, cx = yb\}$.

We show (by induction on $k$) that a solution of a feasible system of $k$ inequalities and $l$ equalities can be found by $k$ calls to the subroutine checking emptiness of polyhedra plus additional polynomial-time work. For $k = 0$ a solution can be found easily by Gaussian Elimination (Corollary 4.11).

Now let $k > 0$. Let $ax \leq \beta$ be an inequality of the system. By a call to the subroutine we check whether the system becomes infeasible by replacing $ax \leq \beta$ by $ax = \beta$. If so, the inequality is redundant and can be removed (cf. Proposition 3.7). If not, we replace it by the equality. In both cases we reduced the number of inequalities by one, so we are done by induction.
If there exists an optimum basic solution, the above procedure generates one, because the final equality system contains a maximal feasible subsystem of $Ax = b$. \hfill \Box

Before we can apply the Ellipsoid Method, we have to take care that the polyhedron is bounded and full-dimensional:

**Proposition 4.17.** (Khachiyan [1979], Gács and Lovász [1981]) Let $A \in \mathbb{Q}^{m \times n}$ and $b \in \mathbb{Q}^n$. The system $Ax \leq b$ has a solution if and only if the system

$$Ax \leq b + \epsilon \mathbb{1}, \quad -R \mathbb{1} \leq x \leq R \mathbb{1}$$

has a solution, where $\mathbb{1}$ is the all-one vector, $\frac{1}{\epsilon} = 2n2^{4(size(A)+size(b))}$ and $R = 1 + 2^{4(size(A)+size(b))}$.

If $Ax \leq b$ has a solution, then volume $\left(\{x \in \mathbb{R}^n : Ax \leq b + \epsilon \mathbb{1}, -R \mathbb{1} \leq x \leq R \mathbb{1}\}\right) \geq \left(\frac{2\epsilon}{n^{2(size(A)}}\right)^n$.

**Proof:** The box constraints $-R \mathbb{1} \leq x \leq R \mathbb{1}$ do not change the solvability by Theorem 4.4. Now suppose that $Ax \leq b$ has no solution. By Theorem 3.19 (a version of Farkas’ Lemma), there is a vector $y \geq 0$ with $yA = 0$ and $yb = -1$. By applying Theorem 4.4 to $\min\{y : y \geq 0, A^T y = 0, b^T y = -1\}$ we conclude that $y$ can be chosen such that its components are of absolute value at most $2^{4(size(A)+size(b))}$. Therefore $y(b + \epsilon \mathbb{1}) \leq -1 + n2^{4(size(A)+size(b))}\epsilon \leq -1/2$. Again by Theorem 3.19, this proves that $Ax \leq b + \epsilon \mathbb{1}$ has no solution.

For the second statement, if $x \in \mathbb{R}^n$ with $Ax \leq b$ has components of absolute value at most $R - 1$ (cf. Theorem 4.4), then $\{x \in \mathbb{R}^n : Ax \leq b + \epsilon \mathbb{1}, -R \mathbb{1} \leq x \leq R \mathbb{1}\}$ contains all points $z$ with $||z - x||_{\infty} \leq \frac{\epsilon}{n^{2(size(A)}}$.

Note that the construction of this proposition increases the size of the system of inequalities by at most a factor of $O(m + n)$.

**Theorem 4.18.** (Khachiyan [1979]) There exists a polynomial-time algorithm for linear programming (with rational input), and this algorithm finds an optimum basic solution if there exists one.

**Proof:** By Proposition 4.16 it suffices to check feasibility of a system $Ax \leq b$. We transform the system as in Proposition 4.17 in order to obtain a polytope $P$ which is either empty or has volume at least $\left(\frac{2\epsilon}{n^{2(size(A)}}\right)^n$.

We run the Ellipsoid Method with $x_0 = 0$, $R = n \left(1 + 2^{4(size(A)+size(b))}\right)$, $N = \lceil 10n^2(2 \log n + 5(size(A) + size(b))) \rceil$. Each time in $\mathbb{Z}$ we check whether $x_k \in P$. If yes, we are done. Otherwise we take a violated inequality $ax \leq \beta$ of the system $Ax \leq b$ and set $a_k := -a$.

We claim that if the algorithm does not find an $x_k \in P$ before iteration $N$, then $P$ must be empty. To see this, we first observe that $P \subseteq E_k$ for all $k$: for $k = 0$ this is clear by the construction of $P$ and $R$; the induction step is Lemma 4.14. So we have $P \subseteq E_N$. 

By Lemma 4.15, we have, abbreviating \( s := \text{size}(A) + \text{size}(b) \),

\[
\begin{align*}
\text{volume}(E_N) & \leq \text{volume}(E_0) e^{-\frac{N}{n}} \leq (2R)^n e^{-\frac{N}{n}} \\
& < \left( 2n \left( 1 + 2^{4s} \right) \right)^n n^{-4n} e^{-10ns} < n^{-2n} 2^{-5ns}.
\end{align*}
\]

On the other hand, \( P \neq \emptyset \) implies

\[
\text{volume}(P) \geq \left( \frac{2\epsilon}{n2^s} \right)^n = \left( \frac{1}{n^2 2^{5s}} \right)^n = n^{-2n} 2^{-5ns},
\]

which is a contradiction. \( \square \)

If we estimate the running time for solving an LP \( \max \{ cx : Ax \leq b \} \) with the above method, we get the bound \( O((n+m)^9(\text{size}(A)+\text{size}(b)+\text{size}(c))^2) \) (Exercise 9), which is polynomial but completely useless for practical purposes. In practice, either the Simplex Algorithm or interior point algorithms are used. Karmarkar [1984] was the first to describe a polynomial-time interior point algorithm for Linear Programming. We shall not go into the details here.

A strongly polynomial-time algorithm for Linear Programming is not known. However, Tardos [1986] showed that there is an algorithm for solving \( \max \{ cx : Ax \leq b \} \) with a running time that polynomially depends on \( \text{size}(A) \) only. For many combinatorial optimization problems, where \( A \) is a 0-1-matrix, this gives a strongly polynomial-time algorithm. Tardos’ result was extended by Frank and Tardos [1987].

### 4.6 Separation and Optimization

The above method (in particular Proposition 4.16) requires that the polyhedron be given explicitly by a list of inequalities. However, a closer look shows that this is not really necessary. It is sufficient to have a subroutine which – given a vector \( x \) – decides if \( x \in P \) or otherwise returns a separating hyperplane, i.e. a vector \( a \) such that \( ax > \max \{ ay : y \in P \} \) (recall Theorem 3.23). We shall prove this for full-dimensional polytopes; for the general (more complicated) case we refer to Grötschel, Lovász and Schrijver [1988] (or Padberg [1995]). The results in this section are due to Grötschel, Lovász and Schrijver [1981] and independently to Karp and Papadimitriou [1982] and Padberg and Rao [1981].

With the results of this section one can solve certain linear programs in polynomial time although the polytope has an exponential number of facets. Examples will be discussed later in this book; see e.g. Corollary 12.19. By considering the dual LP one can also deal with linear programs with a huge number of variables.

Let \( P \subseteq \mathbb{R}^n \) be a full-dimensional polytope. We assume that we know the dimension \( n \) and two balls \( B(x_0, r) \) and \( B(x_0, R) \) such that \( B(x_0, r) \subseteq P \subseteq B(x_0, R) \). But we do not assume that we know a linear inequality system defining \( P \). In fact, this would not make sense if we want to solve linear programs with an exponential number of constraints in polynomial time.
Below we shall prove that, under some reasonable assumptions, we can optimize a linear function over a polyhedron $P$ in polynomial time (independent of the number of constraints) if we have a so-called separation oracle: a subroutine for the following problem:

**Separation Problem**

*Instance:* A polytope $P$. A vector $y \in \mathbb{Q}^n$.

*Task:* Either decide that $y \in P$

or find a vector $d \in \mathbb{Q}^n$ such that $dx < dy$ for all $x \in P$.

Given a polyhedron $P$ by such a separation oracle, we look for an oracle algorithm using this as a black box. In an oracle algorithm we may ask the oracle at any time and we get a correct answer in one step. We can regard this concept as a subroutine whose running time we do not take into account.

Indeed, it often suffices to have an oracle which solves the Separation Problem approximately. More precisely we assume an oracle for the following problem:

**Weak Separation Problem**

*Instance:* A polytope $P$, a vector $c \in \mathbb{Q}^n$ and a number $\epsilon > 0$. A vector $y \in \mathbb{Q}^n$.

*Task:* Either find a vector $y' \in P$ with $cy \leq cy' + \epsilon$

or find a vector $d \in \mathbb{Q}^n$ such that $dx < dy$ for all $x \in P$.

Using a weak separation oracle we first solve linear programs approximately:

**Weak Optimization Problem**

*Instance:* A number $n \in \mathbb{N}$. A vector $c \in \mathbb{Q}^n$. A number $\epsilon > 0$. A polytope $P \subseteq \mathbb{R}^n$ given by an oracle for the Weak Separation Problem for $P$, $c$ and $\frac{\epsilon}{2}$.

*Task:* Find a vector $y \in P$ with $cy \geq \max\{cx : x \in P\} - \epsilon$.

Note that the above two definitions differ from the ones given e.g. in Grötschel, Lovász and Schrijver [1981]. However, they are basically equivalent, and we shall need the above form again in Section 18.3.

The following variant of the Ellipsoid Method solves the Weak Optimization Problem:

**Grötschel-Lovász-Schrijver Algorithm**

*Input:* A number $n \in \mathbb{N}$, $n \geq 2$. A vector $c \in \mathbb{Q}^n$. A number $0 < \epsilon \leq 1$.

A polytope $P \subseteq \mathbb{R}^n$ given by an oracle for the Weak Separation Problem for $P$, $c$ and $\frac{\epsilon}{2}$.

$x_0 \in \mathbb{Q}^n$ and $r, R \in \mathbb{Q}_+$ such that $B(x_0, r) \subseteq P \subseteq B(x_0, R)$.

*Output:* A vector $y^* \in P$ with $cy^* \geq \max\{cx : x \in P\} - \epsilon$. 
Set \( R := \max\{R, 2\}, r := \min\{r, 1\} \) and \( \gamma := \max\{|c||, 1\} \).

Set \( N := 5n^2 \left\lfloor \ln \frac{4R^2\gamma}{\epsilon r} \right\rfloor \). Set \( y^* := x_0 \).

Run the ELLIPSOID METHOD, with \( a_k \) in (2) being computed as follows:

Run the oracle for the WEAK SEPARATION PROBLEM with \( y = x_k \).

If it returns a \( y' \in P \) with \( cy \leq cy' + \frac{\epsilon}{2} \) then:

If \( cy' > cy^* \) then set \( y^* := y' \).

Set \( a_k := c \).

If it returns a \( d \in \mathbb{Q}^n \) with \( dx < dy \) for all \( x \in P \) then:

Set \( a_k := -d \).

\[ \text{Theorem 4.19.} \quad \text{The Grötschel-Lovász-Schrijver Algorithm correctly solves the Weak Optimization Problem.} \]

Its running time is bounded by

\[ O \left( n^6 \alpha^2 + n^4 \alpha f \left( \text{size}(c), \text{size}(\epsilon), n \text{size}(x_0) + n^3 \alpha \right) \right), \]

where \( \alpha = \log \frac{R^2\gamma}{\epsilon r} \) and \( f \left( \text{size}(c), \text{size}(\epsilon), \text{size}(y) \right) \) is an upper bound of the running time of the oracle for the WEAK SEPARATION PROBLEM for \( P \) with input \( c, \epsilon, y \).

\[ \text{Proof:} \quad \text{(Grötschel, Lovász and Schrijver [1981])} \]

The running time in each of the \( N = O(n^2 \alpha) \) iterations of the ELLIPSOID METHOD is \( O(n^2(n^2 \alpha + \text{size}(R) + \text{size}(x_0) + q)) \) plus one oracle call, where \( q \) is the size of the output of the oracle. As \( \text{size}(y) \leq n \text{size}(x_0) + \text{size}(R) + N \) by Lemma 4.13, the overall running time is \( O(n^4 \alpha(n^2 \alpha + \text{size}(x_0) + f \left( \text{size}(c), \text{size}(\epsilon), n \text{size}(x_0) + n^3 \alpha \right)) \), as stated.

By Lemma 4.14, we have

\[ \{ x \in P : cx \geq cy^* + \frac{\epsilon}{2} \} \subseteq E_N. \]

Let \( z \) be an optimum solution of \( \max\{cx : x \in P\} \). We may assume that \( cz > cy^* + \frac{\epsilon}{2} \); otherwise we are done.

Consider the convex hull \( U \) of \( z \) and the \( (n-1) \)-dimensional ball \( B(x_0, r) \cap \{x : cx = cx_0\} \) (see Figure 4.2). We have \( U \subseteq P \) and hence \( U' := \{x \in U : cx \geq cy^* + \frac{\epsilon}{2}\} \) is contained in \( E_N \). The volume of \( U' \) is

\[ \text{volume} (U') = \text{volume} (U) \left( \frac{cz - cy^* - \frac{\epsilon}{2}}{cz - cx_0} \right)^n \]

\[ = V_{n-1} r^{n-1} \frac{cz - cx_0}{n||c||} \left( \frac{cz - cy^* - \frac{\epsilon}{2}}{cz - cx_0} \right)^n, \]

where \( V_n \) denotes the volume of the \( n \)-dimensional unit ball. Since \( \text{volume} (U') \leq \text{volume} (E_N) \), and Lemma 4.15 yields

\[ \text{volume} (E_N) \leq e^{-\frac{N}{N}} E_0 = e^{-\frac{N}{N}} V_n R^n, \]

we have
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\[
x : cx = cy^* + \frac{\epsilon}{2}
\]
\[
x : cx = cx_0
\]

Fig. 4.2.

\[
cz - cy^* - \frac{\epsilon}{2} \leq e^{-\frac{\|c\|}{2\|x\|}} R \left( \frac{V_n (cz - cx_0)^n - 1}{V_{n-1}^n} \right) \frac{1}{n}.
\]

Since \( cz - cx_0 \leq ||c|| \cdot ||z - x_0|| \leq ||c||R \) we obtain

\[
cz - cy^* - \frac{\epsilon}{2} \leq ||c||e^{-\frac{\|c\|}{2\|x\|}} R \left( \frac{nV_n R^{n-1}}{V_{n-1}^n} \right) \frac{1}{n} < 2 ||c||e^{-\frac{\|c\|}{2\|x\|}} R^2 \leq \frac{\epsilon}{2}.
\]

Of course we are usually interested in the exact optimum. To achieve this, we need some assumption on the size of the vertices of the polytope.

**Lemma 4.20.** Let \( n \in \mathbb{N} \), let \( P \subseteq \mathbb{R}^n \) be a rational polytope, and let \( x_0 \in \mathbb{Q}^n \) be a point in the interior of \( P \). Let \( T \in \mathbb{N} \) such that \( \text{size}(x_0) \leq \log T \) and \( \text{size}(x) \leq \log T \) for all vertices \( x \) of \( P \). Then \( B(x_0, r) \subseteq P \subseteq B(x_0, R) \), where \( r := \frac{1}{n} T^{-379 n^2} \) and \( R := 2nT \).

Moreover, let \( K := 2T^{2n+1} \). Let \( c \in \mathbb{Z}^n \), and define \( c' := K^n c + (1, K, \ldots, K^{n-1}) \). Then \( \max\{c'x : x \in P\} \) is attained by a unique vector \( x^* \), for all other vertices \( y \) of \( P \) we have \( c'(x^* - y) > T^{-2n} \), and \( x^* \) is also an optimum solution of \( \max\{cx : x \in P\} \).

**Proof:** For any vertex \( x \) of \( P \) we have \( ||x|| \leq nT \) and \( ||x_0|| \leq nT \), so \( ||x - x_0|| \leq 2nT \) and \( x \in B(x_0, R) \).

To show that \( B(x_0, r) \subseteq P \), let \( F = \{x \in P : ax = \beta\} \) be a facet of \( P \), where by Lemma 4.5 we may assume that \( \text{size}(a) + \text{size}(\beta) < 75n^2 \log T \). Suppose there is a point \( y \in F \) with \( ||y - x_0|| < r \). Then

\[
|ax_0 - \beta| = |ax_0 - ay| \leq ||a|| \cdot ||y - x_0|| < n^2 \text{size}(a) r \leq T^{-304 n^2}
\]

But on the other hand the size of \( ax_0 - \beta \) can by estimated by
\[
\text{size}(ax_0 - \beta) \leq 4(\text{size}(a) + \text{size}(x_0) + \text{size}(\beta)) \\
\leq 300n^2 \log T + 4 \log T \leq 304n^2 \log T.
\]

Since \(ax_0 \neq \beta\) (\(x_0\) is in the interior of \(P\)), this implies \(|ax_0 - \beta| \geq T^{-304n^2}\), a contradiction.

To prove the last statements, let \(x^*\) be a vertex of \(P\) maximizing \(c'x\), and let \(y\) be another vertex of \(P\). By the assumption on the size of the vertices of \(P\) we may write \(x^* - y = \frac{1}{\alpha}z\), where \(\alpha \in \{1, 2, \ldots, T^{2n} - 1\}\) and \(z\) is an integral vector whose components are less than \(\frac{K}{2}\). Then

\[
0 \leq c'(x^* - y) = \frac{1}{\alpha} \left(K^n c z + \sum_{i=1}^{n} K^{i-1} z_i\right).
\]

Since \(K^n > \sum_{i=1}^{n} K^{i-1} |z_i|\), we must have \(cz \geq 0\) and hence \(cx^* \geq cy\). So \(x^*\) indeed maximizes \(cx\) over \(P\). Moreover, since \(z \neq 0\), we obtain

\[
c'(x^* - y) \geq \frac{1}{\alpha} > T^{-2n},
\]

as required. \(\Box\)

**Theorem 4.21.** Let \(n \in \mathbb{N}\) and \(c \in \mathbb{Q}^n\). Let \(P \subseteq \mathbb{R}^n\) be a rational polytope, and let \(x_0 \in \mathbb{Q}^n\) be a point in the interior of \(P\). Let \(T \in \mathbb{N}\) such that \(\text{size}(x_0) \leq \log T\) and \(\text{size}(\alpha) \leq \log T\) for all vertices \(\alpha\) of \(P\).

Given \(n, c, x_0, T\) and a polynomial-time oracle for the Separation Problem for \(P\), a vertex \(x^*\) of \(P\) attaining \(\max\{c'x : x \in P\}\) can be found in time polynomial in \(n, \log T\) and \(\text{size}(c)\).

**Proof:** (Grötschel, Lovász and Schrijver [1981]) We first use the Grötschel-Lovász-Schrijver Algorithm to solve the Weak Optimization Problem; we set \(c', r\) and \(R\) according to Lemma 4.20 and \(\epsilon := \frac{1}{4nT^{2n}}\). (We first have to make \(c\) integral by multiplying with the product of its denominators; this increases its size by at most a factor \(2n\).)

The Grötschel-Lovász-Schrijver Algorithm returns a vector \(y \in P\) with \(c'y \geq c'x^* - \epsilon\), where \(x^*\) is the optimum solution of \(\max\{c'x : x \in P\}\). By Theorem 4.19 the running time is \(O\left(n^6 \alpha^2 + n^4 \alpha f(\text{size}(c'), \text{size}(\epsilon), n \text{size}(x_0) + n^3 \alpha)\right) = O\left(n^6 \alpha^2 + n^4 \alpha f(\text{size}(c'), 6n \log T, n \log T + n^3 \alpha)\right)\), where \(\alpha = \log R^{\max\{||c'||, 1\}} \leq \log(16n^5 T^{400n^2} 2\text{size}(c')) = O(n^2 \log T + \text{size}(c'))\) and \(f\) is a polynomial upper bound of the running time of the oracle for the Separation Problem for \(P\). Since \(\text{size}(c') \leq 6n^2 \log T + 2 \text{size}(c)\), we have an overall running time that is polynomial in \(n, \log T\) and \(\text{size}(c)\).

We claim that \(||x^* - y|| \leq \frac{1}{2T^{2n}}\). To see this, write \(y\) as a convex combination of the vertices \(x^*, x_1, \ldots, x_k\) of \(P\):

\[
y = \lambda_0 x^* + \sum_{i=1}^{k} \lambda_i x_i, \quad \lambda_i \geq 0, \quad \sum_{i=0}^{k} \lambda_i = 1.
\]
Now – using Lemma 4.20 –
\[ \epsilon \geq c'(x^* - y) = \sum_{i=1}^{k} \lambda_i c'(x^* - x_i) > \sum_{i=1}^{k} \lambda_i T^{-2n} = (1 - \lambda_0)T^{-2n}, \]
so \(1 - \lambda_0 < \epsilon T^{2n}\). We conclude that
\[ ||y - x^*|| \leq \sum_{i=1}^{k} \lambda_i ||x_i - x^*|| \leq (1 - \lambda_0)R < 2nT^{2n+1}\epsilon \leq \frac{1}{2T^2}. \]
So when rounding each entry of \(y\) to the next rational number with denominator at most \(T\), we obtain \(x^*\). The rounding can be done in polynomial time by Theorem 4.8.

We have proved that, under certain assumptions, optimizing over a polytope can be done whenever there is a separation oracle. We close this chapter by noting that the converse is also true. We need the concept of polarity: If \(X \subseteq \mathbb{R}^n\), we define the polar of \(X\) to be the set

\[ X^\circ := \{ y \in \mathbb{R}^n : y^\top x \leq 1 \text{ for all } x \in X \}. \]

When applied to full-dimensional polytopes, this operation has some nice properties:

**Theorem 4.22.** Let \(P\) be a polytope in \(\mathbb{R}^n\) with 0 in the interior. Then:

(a) \(P^\circ\) is a polytope with 0 in the interior;

(b) \((P^\circ)^\circ = P\);

(c) \(x\) is a vertex of \(P\) if and only if \(x^\top y \leq 1\) is a facet-defining inequality of \(P^\circ\).

**Proof:**  (a): Let \(P\) be the convex hull of \(x_1, \ldots, x_k\) (cf. Theorem 3.26). By definition, \(P^\circ = \{ y \in \mathbb{R}^n : y^\top x_i \leq 1 \text{ for all } i \in \{1, \ldots, k\} \}\), i.e. \(P^\circ\) is a polyhedron and the facet-defining inequalities of \(P^\circ\) are given by vertices of \(P\). Moreover, 0 is in the interior of \(P^\circ\) because 0 satisfies all of the finitely many inequalities strictly. Suppose \(P^\circ\) is unbounded, i.e. there exists a \(w \in \mathbb{R}^n \setminus \{0\}\) with \(\alpha w \in P^\circ\) for all \(\alpha > 0\). Then \(\alpha wx \leq 1\) for all \(\alpha > 0\) and all \(x \in P\), so \(wx \leq 0\) for all \(x \in P\). But then 0 cannot be in the interior of \(P\).

(b): Trivially, \(P \subseteq (P^\circ)^\circ\). To show the converse, suppose that \(z \in (P^\circ)^\circ \setminus P\). Then, by Theorem 3.23, there is an inequality \(c^\top x \leq \delta\) satisfied by all \(x \in P\) but not by \(z\). We have \(\delta > 0\) since 0 is in the interior of \(P\). Then \(\frac{1}{\delta}c \in P^\circ\) but \(\frac{1}{\delta}c^\top z > 1\), contradicting the assumption that \(z \in (P^\circ)^\circ\).

(c): We have already seen in (a) that the facet-defining inequalities of \(P^\circ\) are given by vertices of \(P\). Conversely, if \(x_1, \ldots, x_k\) are the vertices of \(P\), then \(\tilde{P} := \text{conv}(\{\frac{1}{2}x_1, x_2, \ldots, x_k\}) \neq P\), and 0 is in the interior of \(\tilde{P}\). Now (b) implies \(\tilde{P}^\circ \neq P^\circ\). Hence \(\{ y \in \mathbb{R}^n : y^\top x_1 \leq 2, y^\top x_i \leq 1(i = 2, \ldots, k)\} = \tilde{P}^\circ \neq P^\circ = \{ y \in \mathbb{R}^n : y^\top x_i \leq 1(i = 1, \ldots, k)\}\). We conclude that \(x_1^\top y \leq 1\) is a facet-defining inequality of \(P^\circ\). \(\square\)

Now we can prove:
Theorem 4.23. Let \( n \in \mathbb{N} \) and \( y \in \mathbb{Q}^n \). Let \( P \subseteq \mathbb{R}^n \) be a rational polytope, and let \( x_0 \in \mathbb{Q}^n \) be a point in the interior of \( P \). Let \( T \in \mathbb{N} \) such that \( \text{size}(x_0) \leq \log T \) and \( \text{size}(x) \leq \log T \) for all vertices \( x \) of \( P \).

Given \( n, y, x_0, T \) and an oracle which for any given \( c \in \mathbb{Q}^n \) returns a vertex \( x^* \) of \( P \) attaining \( \max\{c^\top x : x \in P\} \), we can solve the Separation Problem for \( P \) and \( y \) in time polynomial in \( n, \log T \) and \( \text{size}(y) \). Indeed, in the case \( y \notin P \) we can find a facet-defining inequality of \( P \) that is violated by \( y \).

Proof: Consider \( Q := \{x - x_0 : x \in P\} \) and its polar \( Q^\circ \). If \( x_1, \ldots, x_k \) are the vertices of \( P \), we have

\[
Q^\circ = \{z \in \mathbb{R}^n : z^\top (x_i - x_0) \leq 1 \text{ for all } i \in \{1, \ldots, k\}\}.
\]

By Theorem 4.4 we have \( \text{size}(z) \leq 4n(2n \log T + 3n) \leq 20n^2 \log T \) for all vertices \( z \) of \( Q^\circ \).

Observe that the Separation Problem for \( P \) and \( y \) is equivalent to the Separation Problem for \( Q \) and \( y - x_0 \). Since by Theorem 4.22

\[
Q = (Q^\circ)^\circ = \{x : zx \leq 1 \text{ for all } z \in Q^\circ\},
\]

the Separation Problem for \( Q \) and \( y-x_0 \) is equivalent to solving \( \max\{(y-x_0)^\top x : x \in Q^\circ\} \). Since each vertex of \( Q^\circ \) corresponds to a facet-defining inequality of \( Q \) (and thus of \( P \)), it remains to show how to find a vertex attaining \( \max\{(y-x_0)^\top x : x \in Q^\circ\} \).

To do this, we apply Theorem 4.21 to \( Q^\circ \). By Theorem 4.22, \( Q^\circ \) is full-dimensional with 0 in the interior. We have shown above that the size of the vertices of \( Q^\circ \) is at most \( 20n^2 \log T \). So it remains to show that we can solve the Separation Problem for \( Q^\circ \) in polynomial time. However, this reduces to the optimization problem for \( Q \) which can be solved using the oracle for optimizing over \( P \).

We finally mention that a new algorithm which is faster than the Ellipsoid Method and also implies the equivalence of optimization and separation has been proposed by Vaidya [1996]. However, this algorithm does not seem to be of practical use either.

Exercises

1. Let \( A \) be a nonsingular rational \( n \times n \)-matrix. Prove that \( \text{size}(A^{-1}) \leq 4n^2 \text{size}(A) \).

2. Let \( n \geq 2, c \in \mathbb{R}^n \) and \( y_1, \ldots, y_k \in \{-1, 0, 1\}^n \) such that \( 0 < c^\top y_{i+1} \leq \frac{1}{2} c^\top y_i \) for \( i = 1, \ldots, k - 1 \). Prove that then \( k \leq 3n \log n \).

   Hint: Consider the linear program \( \max\{y_k^\top x : (y_i - 2y_{i+1})^\top x \geq 0, y_k^\top x = 1, x \geq 0\} \).

   (M. Goemans)
3. Consider the numbers \( h_i \) in the Continued Fraction Expansion. Prove that 
\( h_i \geq F_{i+1} \) for all \( i \), where \( F_i \) is the \( i \)-th Fibonacci number (\( F_1 = F_2 = 1 \) and 
\( F_n = F_{n-1} + F_{n-2} \) for \( n \geq 3 \)). Observe that
\[
F_n = \frac{1}{\sqrt{5}} \left( \left( \frac{1 + \sqrt{5}}{2} \right)^n - \left( \frac{1 - \sqrt{5}}{2} \right)^n \right). 
\]

Conclude that the number of iterations of the Continued Fraction Expansion is \( O(\log q) \).
(Grötschel, Lovász and Schrijver [1988])

4. Show that Gaussian Elimination can be made a strongly polynomial-time algorithm.
Hint: First assume that \( A \) is integral. Recall the proof of Theorem 4.10 and 
observe that we can choose \( d \) as the common denominator of the entries.
(Edmonds [1967])

\* 5. Let \( x_1, \ldots, x_k \in \mathbb{R}^d \), \( d := 1 + \dim \{x_1, \ldots, x_k\} \), \( \lambda_1, \ldots, \lambda_k \in \mathbb{R}_+ \) 
with \( \sum_{i=1}^k \lambda_i = 1 \), and \( x := \sum_{i=1}^k \lambda_i x_i \). Show how to compute numbers \( \mu_1, \ldots, \mu_k \) 
\( \in \mathbb{R}_+ \), at most \( d \) of which are nonzero, such that 
\( x = \sum_{i=1}^k \mu_i x_i \) (cf. Exercise 10 of Chapter 3). Show that all computations can be performed in \( O(n^3) \) time.
Hint: Run Gaussian Elimination with the matrix \( A \in \mathbb{R}^{(d+1) \times k} \) 
whose \( i \)-th column is \( \left( \begin{array}{c} 1 \\ x_i \end{array} \right) \). If \( d < k \), let \( w \in \mathbb{R}^k \) 
be the vector with \( w_{\text{col}(i)} := z_{i,d+1} \) 
\( (i = 1, \ldots, d) \), \( w_{\text{col}(d+1)} := -1 \) and \( w_{\text{col}(i)} := 0 \) 
\( (i = d + 2, \ldots, k) \); observe that \( Aw = 0 \). Add a multiple of \( w \) to \( \lambda \), 
eliminate at least one vector and iterate.

6. Let \( \max \{cx : Ax \leq b\} \) be a linear program all whose inequalities 
are facet-defining. Suppose that we know an optimum basic solution \( x^* \). Show how 
to use this to find an optimum solution to the dual LP \( \min \{yb : yA = c, y \geq 0\} \) 
using Gaussian Elimination. What running time can you obtain?

\* 7. Let \( A \) be a symmetric positive definite \( n \times n \)-matrix. Let \( v_1, \ldots, v_n \) 
be \( n \) orthogonal eigenvectors of \( A \), with corresponding eigenvalues \( \lambda_1, \ldots, \lambda_n \). W.l.o.g. 
\( ||v_i|| = 1 \) for \( i = 1, \ldots, n \). Prove that then
\[
E(A, 0) = \left\{ \mu_1 \sqrt{\lambda_1} v_1 + \cdots + \mu_n \sqrt{\lambda_n} v_n : \mu \in \mathbb{R}^n, ||\mu|| \leq 1 \right\}.
\]
(The eigenvectors correspond to the axes of symmetry of the ellipsoid.)

Conclude that volume \( E(A, 0) = \sqrt{\det A} \) volume \( (B(0, 1)) \).

8. Let \( E(A, x) \subseteq \mathbb{R}^n \) be an ellipsoid and \( a \in \mathbb{R}^n \), and let \( E(A', x') \) 
be as defined on page 75. Prove that \( \{z \in E(A, x) : az \geq ax\} \subseteq E(A', x') \).

9. Prove that the algorithm of Theorem 4.18 solves a linear program \( \max\{cx : Ax \leq b\} \) 
in \( O((n + m)^9 (\text{size}(A) + \text{size}(b) + \text{size}(c))^2) \) time.

10. Show that the assumption that \( P \) is bounded can be omitted in Theorem 4.21.
One can detect if the LP is unbounded and otherwise find an optimum solution.
11. Let \( P \subseteq \mathbb{R}^3 \) be a 3-dimensional polytope with 0 in its interior. Consider again the graph \( G(P) \) whose vertices are the vertices of \( P \) and whose edges correspond to the 1-dimensional faces of \( P \) (cf. Exercises 13 and 14 of Chapter 3). Show that \( G(P^\circ) \) is the planar dual of \( G(P) \).

Note: Steinitz [1922] proved that for every simple 3-connected planar graph \( G \) there is a 3-dimensional polytope \( P \) with \( G = G(P) \).

12. Prove that the polar of a polyhedron is always a polyhedron. For which polyhedra \( P \) is \((P^\circ)^\circ = P\)?
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5. Integer Programming

In this chapter, we consider linear programs with integrality constraints:

**INTEGER PROGRAMMING**

Instance: A matrix $A \in \mathbb{Z}^{m \times n}$ and vectors $b \in \mathbb{Z}^m$, $c \in \mathbb{Z}^n$.

Task: Find a vector $x \in \mathbb{Z}^n$ such that $Ax \leq b$ and $cx$ is maximum.

We do not consider mixed integer programs, i.e. linear programs with integrality constraints for only a subset of the variables. Most of the theory of linear and integer programming can be extended to mixed integer programming in a natural way.

Virtually all combinatorial optimization problems can be formulated as integer programs. The set of feasible solutions can be written as $\{x : Ax \leq b, x \in \mathbb{Z}^n\}$ for some matrix $A$ and some vector $b$. $\{x : Ax \leq b\}$ is a polyhedron $P$, so let us define by $P_I = \{x : Ax \leq b\}_I$ the convex hull of the integral vectors in $P$. We call $P_I$ the integer hull of $P$. Obviously $P_I \subseteq P$. 

![Fig. 5.1.](image-url)
If $P$ is bounded, then $P_I$ is also a polytope by Theorem 3.26 (see Figure 5.1). Meyer [1974] proved that $P_I$ is a polyhedron for arbitrary rational polyhedra $P$. This does in general not hold for irrational polyhedra; see Exercise 1. We prove a generalization of Meyer’s result in (Theorem 5.7) in Section 5.1. After some preparation in Section 5.2 we study conditions under which polyhedra are integral (i.e. $P = P_I$) in Sections 5.3 and 5.4. Note that in this case the integer linear program is equivalent to its LP relaxation (arising by omitting the integrality constraints), and can hence be solved in polynomial time. We shall encounter this situation for several combinatorial optimization problems in later chapters.

In general, however, Integer Programming is much harder than Linear Programming, and polynomial-time algorithms are not known. This is indeed not surprising since we can formulate many apparently hard problems as integer programs. Nevertheless we discuss a general method for finding the integer hull by successively cutting off parts of $P \setminus P_I$ in Section 5.5. Although it does not yield a polynomial-time algorithm it is a useful technique in some cases. Finally Section 5.6 contains an efficient way of approximating the optimal value of an integer linear program.

### 5.1 The Integer Hull of a Polyhedron

As linear programs, integer programs can be infeasible or unbounded. It is not easy to decide whether $P_I = \emptyset$ for a polyhedron $P$. But if an integer program is feasible we can decide whether it is bounded by simply considering the LP relaxation.

**Proposition 5.1.** Let $P = \{x : Ax \leq b\}$ be some rational polyhedron whose integer hull is nonempty, and let $c$ be some vector. Then $\max \{cx : x \in P\}$ is bounded if and only if $\max \{cx : x \in P_I\}$ is bounded.

**Proof:** Suppose $\max \{cx : x \in P\}$ is unbounded. Then Theorem 3.22 the dual LP $\min \{yb : yA = c, y \geq 0\}$ is infeasible. Then by Corollary 3.21 there is a rational (and thus an integral) vector $z$ with $cz < 0$ and $Az \geq 0$. Let $y \in P_I$ be some integral vector. Then $y - kz \in P_I$ for all $k \in \mathbb{N}$, and thus $\max \{cx : x \in P_I\}$ is unbounded. The other direction is trivial.

**Definition 5.2.** Let $A$ be an integral matrix. A subdeterminant of $A$ is $\det B$ for some square submatrix $B$ of $A$ (defined by arbitrary row and column indices). We write $\Xi(A)$ for the maximum absolute value of the subdeterminants of $A$.

**Lemma 5.3.** Let $C = \{x : Ax \geq 0\}$ be a polyhedral cone, $A$ an integral matrix. Then $C$ is generated by a finite set of integral vectors, each having components with absolute value at most $\Xi(A)$.

**Proof:** By Lemma 3.11, $C$ is generated by some of the vectors $y_1, \ldots, y_t$, such that for each $i$, $y_i$ is the solution to a system $My = b'$ where $M$ consists of $n$
linearly independent rows of \( \begin{pmatrix} A \\ l \end{pmatrix} \) and \( b' = \pm e_j \) for some unit vector \( e_j \). Set \( z_i := |\det M| y_i \). By Cramer’s rule, \( z_i \) is integral with \( ||z_i||_{\infty} \leq \Xi(A) \). Since this holds for each \( i \), the set \( \{z_1, \ldots, z_t\} \) has the required properties.

A similar lemma will be used in the next section:

\textbf{Lemma 5.4.} Each rational polyhedral cone \( C \) is generated by a finite set of integral vectors \( \{a_1, \ldots, a_t\} \) such that each integral vector in \( C \) is a nonnegative integral combination of \( a_1, \ldots, a_t \). (Such a set is called a Hilbert basis for \( C \).

\textbf{Proof:} Let \( C \) be generated by the integral vectors \( b_1, \ldots, b_k \). Let \( a_1, \ldots, a_t \) be all integral vectors in the polytope

\[ \{\lambda_1 b_1 + \ldots + \lambda_k b_k : 0 \leq \lambda_i \leq 1 \ (i = 1, \ldots, k)\} \]

We show that \( \{a_1, \ldots, a_t\} \) is a Hilbert basis for \( C \). They indeed generate \( C \), because \( b_1, \ldots, b_k \) occur among the \( a_1, \ldots, a_t \).

For any integral vector \( x \in C \) there are \( \mu_1, \ldots, \mu_k \geq 0 \) with

\[ x = \mu_1 b_1 + \ldots + \mu_k b_k = [\mu_1] b_1 + \ldots + [\mu_k] b_k + (\mu_1 - [\mu_1]) b_1 + \ldots + (\mu_k - [\mu_k]) b_k, \]

so \( x \) is a nonnegative integral combination of \( a_1, \ldots, a_t \).

An important basic fact in integer programming is that optimum integral and fractional solutions are not too far away from each other:

\textbf{Theorem 5.5.} (Cook et al. [1986]) Let \( A \) be an integer \( m \times n \)-matrix and \( b \in \mathbb{R}^m \), \( c \in \mathbb{R}^n \) arbitrary vectors. Let \( P := \{x : Ax \leq b\} \) and suppose that \( P_1 \neq \emptyset \).

(a) Suppose \( y \) is an optimum solution of \( \max \{cx : x \in P\} \). Then there exists an optimum integral solution \( z \) of \( \max \{cx : x \in P_1\} \) with \( ||z - y||_{\infty} \leq n \Xi(A) \).

(b) Suppose \( y \) is a feasible integral solution of \( \max \{cx : x \in P_1\} \), but not an optimal one. Then there exists a feasible integral solution \( z \in P_1 \) with \( cz > cy \) and \( ||z - y||_{\infty} \leq n \Xi(A) \).

\textbf{Proof:} The proof is almost the same for both parts. Let first \( y \in P \) arbitrary. Let \( z^* \) be an optimum integral solution of \( \max \{cx : x \in P_1\} \). We split \( Ax \leq b \) into two subsystems \( A_1 x \leq b_1, A_2 x \leq b_2 \) such that \( A_1 z^* \geq A_1 y \) and \( A_2 z^* < A_2 y \). Then \( z^* - y \) belongs to the polyhedral cone \( C := \{x : A_1 x \geq 0, A_2 x \leq 0\} \).

\( C \) is generated by some vectors \( x_i \) \( (i = 1, \ldots, s) \). By Lemma 5.3, we may assume that \( x_i \) is integral and \( ||x_i||_{\infty} \leq \Xi(A) \) for all \( i \).

Since \( z^* - y \in C \), there are nonnegative numbers \( \lambda_1, \ldots, \lambda_s \) with \( z^* - y = \sum_{i=1}^{s} \lambda_i x_i \). We may assume that at most \( n \) of the \( \lambda_i \) are nonzero.

For \( \mu = (\mu_1, \ldots, \mu_s) \) with \( 0 \leq \mu_i \leq \lambda_i \) \( (i = 1, \ldots, s) \) we define

\[ z_{\mu} := z^* - \sum_{i=1}^{s} \mu_i x_i = y + \sum_{i=1}^{s} (\lambda_i - \mu_i) x_i \]
and observe that $z_{\mu} \in P$: the first representation of $z_{\mu}$ implies $A_1z_{\mu} \leq A_1z^* \leq b_1$; the second one implies $A_2z_{\mu} \leq A_2y \leq b_2$.

**Case 1:** There is some $i \in \{1, \ldots, s\}$ with $\lambda_i \geq 1$ and $cx_i > 0$. Let $z := y + x_i$. We have $cz > cy$, showing that this case cannot occur in case (a). In case (b), when $y$ is integral, $z$ is an integral solution of $Ax \leq b$ such that $cz > cy$ and $||z - y||_{\infty} = ||x_i||_{\infty} \leq \Xi(A)$.

**Case 2:** For all $i \in \{1, \ldots, s\}$, $\lambda_i \geq 1$ implies $c_{x_i} \leq 0$. Let $z := z\lfloor \lambda_i \rfloor = z^* - s \sum_{i=1}^{s} \lfloor \lambda_i \rfloor x_i$.

$z$ is an integral vector of $P$ with $cz \geq c_z^*$ and

$$||z - y||_{\infty} \leq \sum_{i=1}^{s} (\lambda_i - \lfloor \lambda_i \rfloor) ||x_i||_{\infty} \leq n \Xi(A).$$

Hence in both (a) and (b) this vector $z$ does the job. \hfill \square

As a corollary we can bound the size of optimum solutions of integer programming problems:

**Corollary 5.6.** If $P = \{x \in \mathbb{Q}^n : Ax \leq b\}$ is a rational polyhedron and $\max\{cx : x \in P_I\}$ has an optimum solution, then it also has an optimum integral solution $x$ with size$(x) \leq 13n$(size$(A)$ + size$(b)$).

**Proof:** By Proposition 5.1 and Theorem 4.4, $\max\{cx : x \in P\}$ has an optimum solution $y$ with size$(y) \leq 4n$(size$(A)$ + size$(b)$). By Theorem 5.5(a) there is an optimum solution $x$ of $\max\{cx : x \in P_I\}$ with $||x - y||_{\infty} \leq n \Xi(A)$. By Propositions 4.1 and 4.3 we have

$$\text{size}(x) \leq 2 \text{size}(y) + 2n \text{size}(n \Xi(A)) \leq 8n$(size$(A)$ + size$(b)$) + 2n \log n + 4n$(size$(A)$) \leq 13n$(size$(A)$ + size$(b)$). \hfill \square

Theorem 5.5(b) implies the following: given any feasible solution of an integer program, optimality of a vector $x$ can be checked simply by testing $x + y$ for a finite set of vectors $y$ that depend on the matrix $A$ only. Such a finite test set (whose existence has been proved first by Graver [1975]) enables us to prove a fundamental theorem on integer programming:

**Theorem 5.7.** (Wolsey [1981], Cook et al. [1986]) For each integral $m \times n$-matrix $A$ there exists an integral matrix $M$ whose entries have absolute value at most $n^{2n} \Xi(A)^n$, such that for each vector $b \in \mathbb{Q}^m$ there exists a vector $d$ with

$$\{x : Ax \leq b\}_I = \{x : Mx \leq d\}.$$
5.1 The Integer Hull of a Polyhedron

**Proof:** We may assume $A \neq 0$. Let $C$ be the cone generated by the rows of $A$. Let

$$L := \{ z \in \mathbb{Z}^n : ||z||_\infty \leq n \Xi(A) \}.$$ 

For each $K \subseteq L$, consider the cone

$$C_K := C \cap \{ y : zy \leq 0 \text{ for all } z \in K \}.$$ 

By the proof of Theorem 3.24 and Lemma 5.3, $C_K = \{ y : Uy \leq 0 \}$ for some matrix $U$ (whose rows are generators of $\{ x : Ax \leq 0 \}$ and elements of $K$) whose entries have absolute value at most $n \Xi(A)$. Hence, again by Lemma 5.3, there is a finite set $G(K)$ of integral vectors generating $C_K$, each having components with absolute value at most $\Xi(U) \leq n! (n \Xi(A))^n \leq n^{2n} \Xi(A)^n$.

Let $M$ be the matrix with rows $\bigcup_{K \subseteq L} G(K)$. Since $C_\emptyset = C$, we may assume that the rows of $A$ are also rows of $M$.

Now let $b$ be some fixed vector. If $Ax \leq b$ has no solution, we can complete $b$ to a vector $d$ arbitrarily and have $\{ x : Mx \leq d \} \subseteq \{ x : Ax \leq b \} = \emptyset$.

If $Ax \leq b$ contains a solution, but no integral solution, we set $b' := b - A'1$, where $A'$ arises from $A$ by taking the absolute value of each entry. Then $Ax \leq b'$ has no solution, since any such solution yields an integral solution of $Ax \leq b$ by rounding. Again, we complete $b'$ to $d$ arbitrarily.

Now we may assume that $Ax \leq b$ has an integral solution. For $y \in C$ we define

$$\delta_y := \max \{ xy : Ax \leq b, x \text{ integral} \}$$

(this maximum is bounded if $y \in C$). It suffices to show that

$$\{ x : Ax \leq b \}_I = \left\{ x : xy \leq \delta_y \text{ for each } y \in \bigcup_{K \subseteq L} G(K) \right\}.$$  

Here “$\subseteq$” is trivial. To show the converse, let $c$ be any vector for which

$$\max \{ cx : Ax \leq b, x \text{ integral} \}$$

is bounded, and let $x^*$ be a vector attaining this maximum. We show that $cx \leq cx^*$ for all $x$ satisfying the inequalities on the right-hand side of (5.1).

By Proposition 5.1 the LP $\max \{ cx : Ax \leq b \}$ is bounded, so by Theorem 3.22 the dual LP $\min \{ yb : yA = c, y \geq 0 \}$ is feasible. Hence $c \in C$.

Let $\tilde{K} := \{ z \in L : A(x^* + z) \leq b \}$. By definition $cz \leq 0$ for all $z \in \tilde{K}$, so $c \in C_{\tilde{K}}$. Thus there are nonnegative numbers $\lambda_y$ ($y \in G(\tilde{K})$) such that

$$c = \sum_{y \in G(\tilde{K})} \lambda_y y.$$ 

Next we claim that $x^*$ is an optimum solution for

$$\max \{ yx : Ax \leq b, x \text{ integral} \}$$

for each $y \in G(\tilde{K})$: the contrary assumption would, by Theorem 5.5(b), yield a vector $z \in \tilde{K}$ with $yz > 0$, which is impossible since $y \in C_{\tilde{K}}$. We conclude that
\[
\sum_{y \in G(\bar{K})} \lambda_y \delta_y = \sum_{y \in G(\bar{K})} \lambda_y yx^* = \left( \sum_{y \in G(\bar{K})} \lambda_y y \right) x^* = cx^*.
\]
Thus the inequality \( cx \leq cx^* \) is a nonnegative linear combination of the inequalities \( yx \leq \delta_y \) for \( y \in G(\bar{K}) \). Hence (5.1) is proved. \qed

See Lasserre [2004] for a similar result.

### 5.2 Unimodular Transformations

In this section we shall prove two lemmas for later use. A square matrix is called **unimodular** if it is integral and has determinant 1 or \(-1\). Three types of unimodular matrices will be of particular interest: For \( n \in \mathbb{N} \), \( p \in \{1, \ldots, n\} \) and \( q \in \{1, \ldots, n\} \setminus \{p\} \) consider the matrices \( (a_{ij})_{i,j \in \{1, \ldots, n\}} \) defined in one of the following ways:

\[
    a_{ij} = \begin{cases} 
        1 & \text{if } i = j \\ 
        -1 & \text{if } i = j = p \\ 
        0 & \text{otherwise}
    \end{cases}
\]

\[
    a_{ij} = \begin{cases} 
        1 & \text{if } i = j \notin \{p, q\} \\ 
        -1 & \text{if } (i, j) = (p, q) \\ 
        0 & \text{otherwise}
    \end{cases}
\]

\[
    a_{ij} = \begin{cases} 
        1 & \text{if } i = j \\ 
        -1 & \text{if } (i, j) = (p, q) \\ 
        0 & \text{otherwise}
    \end{cases}
\]

These matrices are evidently unimodular. If \( U \) is one of the above matrices, then replacing an arbitrary matrix \( A \) (with \( n \) columns) by \( AU \) is equivalent to applying one of the following elementary column operations to \( A \):

- multiply a column by \(-1\);
- exchange two columns;
- subtract one column from another column.

A series of the above operations is called a **unimodular transformation**. Obviously the product of unimodular matrices is unimodular. It can be shown that a matrix is unimodular if and only if it arises from an identity matrix by a unimodular transformation (equivalently, it is the product of matrices of the above three types); see Exercise 5. Here we do not need this fact.

**Proposition 5.8.** The inverse of a unimodular matrix is also unimodular. For each unimodular matrix \( U \) the mappings \( x \mapsto Ux \) and \( x \mapsto xU \) are bijections on \( \mathbb{Z}^n \).

**Proof:** Let \( U \) be a unimodular matrix. By Cramer’s rule the inverse of a unimodular matrix is integral. Since \((\det U)(\det U^{-1}) = \det(UU^{-1}) = \det I = 1\), \( U^{-1} \) is also unimodular. The second statement follows directly from this. \( \square \)

**Lemma 5.9.** For each rational matrix \( A \) whose rows are linearly independent there exists a unimodular matrix \( U \) such that \( AU \) has the form \( \begin{pmatrix} B & 0 \end{pmatrix} \), where \( B \) is a nonsingular square matrix.
Proof: Suppose we have found a unimodular matrix $U$ such that

$$AU = \begin{pmatrix} B & 0 \\ C & D \end{pmatrix}$$

for some nonsingular square matrix $B$. (Initially $U = I$, $D = A$, and the parts $B$, $C$ and 0 have no entries.)

Let $(\delta_1, \ldots, \delta_k)$ be the first row of $D$. Apply unimodular transformations such that all $\delta_i$ are nonnegative and $\sum_{i=1}^{k} \delta_i$ is minimum. W.l.o.g. $\delta_1 \geq \delta_2 \geq \cdots \geq \delta_k$. Then $\delta_1 > 0$ since the rows of $A$ (and hence those of $AU$) are linearly independent. If $\delta_2 > 0$, then subtracting the second column of $D$ from the first one would decrease $\sum_{i=1}^{k} \delta_i$. So $\delta_2 = \delta_3 = \ldots = \delta_k = 0$. We can increase the size of $B$ by one and continue.

Note that the operations applied in the proof correspond to the Euclidean Algorithm. The matrix $B$ we get is in fact a lower diagonal matrix. With a little more effort one can obtain the so-called Hermite normal form of $A$. The following lemma gives a criterion for integral solvability of equation systems, similar to Farkas’ Lemma.

**Lemma 5.10.** Let $A$ be a rational matrix and $b$ a rational column vector. Then $Ax = b$ has an integral solution if and only if $yb$ is an integer for each rational vector $y$ for which $yA$ is integral.

Proof: Necessity is obvious: if $x$ and $yA$ are integral vectors and $Ax = b$, then $yb = yAx$ is an integer.

To prove sufficiency, suppose $yb$ is an integer whenever $yA$ is integral. We may assume that $Ax = b$ contains no redundant equalities, i.e. $yA = 0$ implies $yb \neq 0$ for all $y \neq 0$. Let $m$ be the number of rows of $A$. If $\text{rank}(A) < m$ then $\{y : yA = 0\}$ contains a nonzero vector $y'$ and $y'' := \frac{1}{2yb} y'$ satisfies $y''A = 0$ and $y''b = \frac{1}{2} \notin \mathbb{Z}$. So the rows of $A$ are linearly independent.

By Lemma 5.9 there exists a unimodular matrix $U$ with $AU = \begin{pmatrix} B & 0 \end{pmatrix}$, where $B$ is a nonsingular $m \times m$-matrix. Since $B^{-1}AU = \begin{pmatrix} I & 0 \end{pmatrix}$ is an integral matrix, we have for each row $y$ of $B^{-1}$ that $yAU$ is integral and thus by Proposition 5.8 $yA$ is integral. Hence $yb$ is an integer for each row $y$ of $B^{-1}$, implying that $B^{-1}b$ is an integral vector. So $U \begin{pmatrix} B^{-1}b \\ 0 \end{pmatrix}$ is an integral solution of $Ax = b$. \(\Box\)

### 5.3 Total Dual Integrality

In this and the next section we focus on integral polyhedra:

**Definition 5.11.** A polyhedron $P$ is integral if $P = P_I$. 

Theorem 5.12. (Hoffman [1974], Edmonds and Giles [1977]) Let $P$ be a rational polyhedron. Then the following statements are equivalent:

(a) $P$ is integral.
(b) Each face of $P$ contains integral vectors.
(c) Each minimal face of $P$ contains integral vectors.
(d) Each supporting hyperplane contains integral vectors.
(e) Each rational supporting hyperplane contains integral vectors.
(f) $\max \{cx : x \in P\}$ is attained by an integral vector for each $c$ for which the maximum is finite.
(g) $\max \{cx : x \in P\}$ is an integer for each integral $c$ for which the maximum is finite.

Proof: We first prove (a)$\implies$(b)$\implies$(f)$\implies$(a), then (b)$\implies$(d)$\implies$(e)$\implies$(c)$\implies$(b), and finally (f)$\implies$(g)$\implies$(e).

(a)$\implies$(b): Let $F$ be a face, say $F = P \cap H$, where $H$ is a supporting hyperplane, and let $x \in F$. If $P = P_1$, then $x$ is a convex combination of integral points in $P$, and these must belong to $H$ and thus to $F$.

(b)$\implies$(f) follows directly from Proposition 3.3, because $\{y \in P : cy = \max \{cx : x \in P\}\}$ is a face of $P$ for each $c$ for which the maximum is finite.

(f)$\implies$(a): Suppose there is a vector $y \in P \setminus P_1$. Then (since $P_1$ is a polyhedron by Theorem 5.7) there is an inequality $ax \leq \beta$ valid for $P_1$ for which $ay > \beta$. Then clearly (f) is violated, since $\max \{ax : x \in P\}$ (which is finite by Proposition 5.1) is not attained by any integral vector.

(b)$\implies$(d) is also trivial since the intersection of a supporting hyperplane with $P$ is a face of $P$. (d)$\implies$(e) and (c)$\implies$(b) are trivial.

(e)$\implies$(c): Let $P = \{x : Ax \leq b\}$. We may assume that $A$ and $b$ are integral. Let $F = \{x : A'x = b'\}$ be a minimal face of $P$, where $A'x \leq b'$ is a subsystem of $Ax \leq b$ (we use Proposition 3.8). If $A'x = b'$ has no integral solution, then – by Lemma 5.10 – there exists a rational vector $y$ such that $c := yA'$ is integral but $\delta := yb'$ is not an integer. Adding integers to components of $y$ does not destroy this property ($A'$ and $b'$ are integral), so we may assume that all components of $y$ are positive. So $H := \{x : cx = \delta\}$ contains no integral vectors. Observe that $H$ is a rational hyperplane.

We finally show that $H$ is a supporting hyperplane by proving that $H \cap P = F$. Since $F \subseteq H$ is trivial, it remains to show that $H \cap P \subseteq F$. But for $x \in H \cap P$ we have $yA'x = cx = \delta = yb'$, so $y(A'x - b') = 0$. Since $y > 0$ and $A'x \leq b'$, this implies $A'x = b'$, so $x \in F$.

(f)$\implies$(g) is trivial, so we finally show (g)$\implies$(e). Let $H = \{x : cx = \delta\}$ be a rational supporting hyperplane of $P$, so $\max \{cx : x \in P\} = \delta$. Suppose $H$ contains no integral vectors. Then – by Lemma 5.10 – there exists a number $\gamma$ such that $\gamma c$ is integral but $\gamma \delta \notin \mathbb{Z}$. Then

$$\max \{|\gamma|c : x \in P\} = |\gamma| \max \{cx : x \in P\} = |\gamma| \delta \notin \mathbb{Z},$$

contradicting our assumption. □
See also Gomory [1963], Fulkerson [1971] and Chvátal [1973] for earlier partial results. By (a)⇔(b) and Corollary 3.5 every face of an integral polyhedron is integral. The equivalence of (f) and (g) of Theorem 5.12 motivated Edmonds and Giles to define TDI-systems:

**Definition 5.13.** (Edmonds and Giles [1977]) A system $Ax \leq b$ of linear inequalities is called *totally dual integral* (TDI) if the minimum in the LP duality equation

$$\max \{cx : Ax \leq b\} = \min \{yb : yA = c, \ y \geq 0\}$$

has an integral optimum solution $y$ for each integral vector $c$ for which the minimum is finite.

With this definition we get an easy corollary of (g)⇒(a) of Theorem 5.12:

**Corollary 5.14.** Let $Ax \leq b$ be a TDI-system where $A$ is rational and $b$ is integral. Then the polyhedron $\{x : Ax \leq b\}$ is integral. \[\square\]

But total dual integrality is not a property of polyhedra (cf. Exercise 7). In general, a TDI-system contains more inequalities than necessary for describing the polyhedron. Adding valid inequalities does not destroy total dual integrality:

**Proposition 5.15.** If $Ax \leq b$ is TDI and $ax \leq \beta$ is a valid inequality for $\{x : Ax \leq b\}$, then the system $Ax \leq b, \ ax \leq \beta$ is also TDI.

**Proof:** Let $c$ be an integral vector such that $\min \{yb + \gamma\beta : yA + \gamma a = c, \ y \geq 0, \ \gamma \geq 0\}$ is finite. Since $ax \leq \beta$ is valid for $\{x : Ax \leq b\}$,

$$\min \{yb : yA = c, \ y \geq 0\} = \max \{cx : Ax \leq b\}$$

$$= \max \{cx : Ax \leq b, \ ax \leq \beta\}$$

$$= \min \{yb + \gamma\beta : yA + \gamma a = c, \ y \geq 0, \ \gamma \geq 0\}.$$  

The first minimum is attained by some integral vector $y^*$, so $y = y^*$, $\gamma = 0$ is an integral optimum solution for the second minimum. \[\square\]

**Theorem 5.16.** (Giles and Pulleyblank [1979]) For each rational polyhedron $P$ there exists a rational TDI-system $Ax \leq b$ with $A$ integral and $P = \{x : Ax \leq b\}$. Here $b$ can be chosen to be integral if and only if $P$ is integral.

**Proof:** Let $P = \{x : Cx \leq d\}$ with $C$ and $d$ rational. Let $F$ be a minimal face of $P$. By Proposition 3.8, $F = \{x : C'x = d'\}$ for some subsystem $C'x \leq d'$ of $Cx \leq d$. Let

$$K_F := \{c : cz = \max \{cx : x \in P\} \text{ for all } z \in F\}.$$ 

Obviously, $K_F$ is a cone. We claim that $K_F$ is the cone generated by the rows of $C'$.

Obviously, the rows of $C'$ belong to $K_F$. On the other hand, for all $z \in F$, $c \in K_F$ and all $y$ with $C'y \leq 0$ there exists an $\epsilon > 0$ with $z + \epsilon y \in P$. Hence
cy ≤ 0 for all c ∈ K_F and all y with C'y ≤ 0. By Farkas’ Lemma (Corollary 3.21), this implies that there exists an x ≥ 0 with c = xC'.

So K_F is indeed a polyhedral cone (Theorem 3.24). By Lemma 5.4 there exists an integral Hilbert basis a_1, . . . , a_t generating K_F. Let S_F be the system of inequalities

\[ a_1 x ≤ \max \{ a_1 x : x \in P \}, \ldots, a_t x ≤ \max \{ a_t x : x \in P \}. \]

Let Ax ≤ b be the collection of all these systems S_F (for all minimal faces F). Note that if P is integral then b is integral. Certainly P = \{x : Ax ≤ b\}. It remains to show that Ax ≤ b is TDI.

Let c be an integral vector for which

\[ \max \{ cx : Ax ≤ b \} = \min \{ yb : y ≥ 0, yA = c \} \]

is finite. Let F := \{z ∈ P : cz = \max \{ cx : x ∈ P \}\}. F is a face of P, so let F' ⊆ F be a minimal face of P. Let S_{F'} be the system of inequalities a_1 x ≤ b_1, . . . , a_t x ≤ b_t. Then c = λ_1 a_1 + · · · + λ_t a_t for some nonnegative integers λ_1, . . . , λ_t. We add zero components to λ_1, . . . , λ_t in order to get an integral vector \( \tilde{λ} ≥ 0 \) with \( \tilde{λ}A = c \) and thus \( \tilde{λ}b = \tilde{λ}(Ax) = (\tilde{λ}A)x = cx \) for all x ∈ F'. So \( \tilde{λ} \) attains the minimum \( \min \{ yb : y ≥ 0, yA = c \} \), and Ax ≤ b is TDI.

If P is integral, we have chosen b to be integral. Conversely, if b can be chosen integral, by Corollary 5.14 P must be integral. \( \square \)

Indeed, for full-dimensional rational polyhedra there is a unique minimal TDI-system describing it (Schrijver [1981]). For later use, we prove that each “face” of a TDI-system is again TDI:

**Theorem 5.17.** (Cook [1983]) Let Ax ≤ b, ax ≤ β be a TDI-system, where a is integral. Then the system Ax ≤ b, ax = β is also TDI.

**Proof:** (Schrijver [1986]) Let c be an integral vector such that

\[ \max \{ cx : Ax ≤ b, ax = β \} = \min \{ yb + (λ - μ)β : y, λ, μ ≥ 0, yA + (λ - μ)a = c \} \]

is finite. Let x*, y*, λ*, μ* attain these optima. We set c' := c + [μ*]a and observe that

\[ \max \{ c'x : Ax ≤ b, ax ≤ β \} = \min \{ yb + λβ : y, λ ≥ 0, yA + λa = c' \} \]

is finite, because x := x* is feasible for the maximum and y := y*. λ := λ* + [μ*] − μ* is feasible for the minimum. Since Ax ≤ b, ax ≤ β is TDI, the minimum in (5.3) has an integral optimum solution \( \tilde{y}, \tilde{λ} \). We finally set y := \( \tilde{y} \), λ := \( \tilde{λ} \) and μ := [μ*] and claim that (y, λ, μ) is an integral optimum solution for the minimum in (5.2).

Obviously (y, λ, μ) is feasible for the minimum in (5.2). Furthermore,
\[ yb + (\lambda - \mu)\beta = \tilde{y}b + \tilde{\lambda}\beta - [\mu^*]\beta \leq y^*b + (\lambda^* + [\mu^*] - \mu^*)\beta - [\mu^*]\beta \]
since \((y^*, \lambda^* + [\mu^*] - \mu^*)\) is feasible for the minimum in (5.3), and \((\tilde{y}, \tilde{\lambda})\) is an optimum solution. We conclude that
\[ yb + (\lambda - \mu)\beta \leq y^*b + (\lambda^* - \mu^*)\beta, \]
proving that \((y, \lambda, \mu)\) is an integral optimum solution for the minimum in (5.2).

The following statements are straightforward consequences of the definition of TDI-systems: A system \(Ax = b, x \geq 0\) is TDI if \(\min \{yb : yA \geq c\}\) has an integral optimum solution \(y\) for each integral vector \(c\) for which the minimum is finite. A system \(Ax \leq b, x \geq 0\) is TDI if \(\min \{yb : yA \geq c, y \geq 0\}\) has an integral optimum solution \(y\) for each integral vector \(c\) for which the minimum is finite. One may ask whether there are matrices \(A\) such that \(Ax \leq b, x \geq 0\) is TDI for each integral vector \(b\). It will turn out that these matrices are exactly the totally unimodular matrices.

### 5.4 Totally Unimodular Matrices

**Definition 5.18.** A matrix \(A\) is totally unimodular if each subdeterminant of \(A\) is 0, +1, or −1.

In particular, each entry of a totally unimodular matrix must be 0, +1, or −1. The main result of this section is:

**Theorem 5.19.** (Hoffman and Kruskal [1956]) An integral matrix \(A\) is totally unimodular if and only if the polyhedron \(\{x : Ax \leq b, x \geq 0\}\) is integral for each integral vector \(b\).

**Proof:** Let \(A\) be an \(m \times n\)-matrix and \(P := \{x : Ax \leq b, x \geq 0\}\). Observe that the minimal faces of \(P\) are vertices.

To prove necessity, suppose that \(A\) is totally unimodular. Let \(b\) be some integral vector and \(x\) a vertex of \(P\). \(x\) is the solution of \(A'x = b'\) for some subsystem \(A'x \leq b'\) of \((A - I)x \leq (b 0)\), with \(A'\) being a nonsingular \(n \times n\)-matrix.

Since \(A\) is totally unimodular, \(|\det A'| = 1\), so by Cramer’s rule \(x = (A')^{-1}b'\) is integral.

We now prove sufficiency. Suppose that the vertices of \(P\) are integral for each integral vector \(b\). Let \(A'\) be some nonsingular \(k \times k\)-submatrix of \(A\). We have to show \(|\det A'| = 1\). W.l.o.g., \(A'\) contains the elements of the first \(k\) rows and columns of \(A\).
Consider the integral $m \times m$-matrix $B$ consisting of the first $k$ and the last $m-k$ columns of $(A \ I)$ (see Figure 5.2). Obviously, $|\det B| = |\det A'|$.

To prove $|\det B| = 1$, we shall prove that $B^{-1}$ is integral. Since $\det B \det B^{-1} = 1$, this implies that $|\det B| = 1$, and we are done.

Let $i \in \{1, \ldots, m\}$; we prove that $B^{-1}e_i$ is integral. Choose an integral vector $y$ such that $z := y + B^{-1}e_i \geq 0$. Then $b := Bz = By + e_i$ is integral. We add zero components to $z$ in order to obtain $z'$ with

$$(A \ I)z' = Bz = b.$$ 

Now $z''$, consisting of the first $n$ components of $z'$, belongs to $P$. Furthermore, $n$ linearly independent constraints are satisfied with equality, namely the first $k$ and the last $n-k$ inequalities of

$$\left( \begin{array}{c} A \\ -I \end{array} \right) z'' \leq \left( \begin{array}{c} b \\ 0 \end{array} \right).$$

Hence $z''$ is a vertex of $P$. By our assumption $z''$ is integral. But then $z'$ must also be integral: its first $n$ components are the components of $z''$, and the last $m$ components are the slack variables $b - Az''$ (and $A$ and $b$ are integral). So $z$ is also integral, and hence $B^{-1}e_i = z - y$ is integral.

The above proof is due to Veinott and Dantzig [1968].

**Corollary 5.20.** An integral matrix $A$ is totally unimodular if and only if for all integral vectors $b$ and $c$ both optima in the LP duality equation
\[ \max \{cx : Ax \leq b, \ x \geq 0\} = \min \{yb : y \geq 0, \ yA \geq c\} \]

are attained by integral vectors (if they are finite).

**Proof:** This follows from the Hoffman-Kruskal Theorem 5.19 by using the fact that the transpose of a totally unimodular matrix is also totally unimodular. \( \square \)

Let us reformulate these statements in terms of total dual integrality:

**Corollary 5.21.** An integral matrix \( A \) is totally unimodular if and only if the system \( Ax \leq b, \ x \geq 0 \) is TDI for each vector \( b \).

**Proof:** If \( A \) (and thus \( A^\top \)) is totally unimodular, then by the Hoffman-Kruskal Theorem \( \min \{yb : yA \geq c, \ y \geq 0\} \) is attained by an integral vector for each vector \( b \) and each integral vector \( c \) for which the minimum is finite. In other words, the system \( Ax \leq b, \ x \geq 0 \) is TDI for each vector \( b \).

To show the converse, suppose \( Ax \leq b, \ x \geq 0 \) is TDI for each integral vector \( b \). Then by Corollary 5.14, the polyhedron \( \{x : Ax \leq b, \ x \geq 0\} \) is integral for each integral vector \( b \). By Theorem 5.19 this means that \( A \) is totally unimodular. \( \square \)

This is not the only way how total unimodularity can be used to prove that a certain system is TDI. The following lemma contains another proof technique; this will be used several times later (Theorems 6.13, 19.10 and 14.12).

**Lemma 5.22.** Let \( Ax \leq b, \ x \geq 0 \) be an inequality system, where \( A \in \mathbb{R}^{m \times n} \) and \( b \in \mathbb{R}^m \). Suppose that for each \( c \in \mathbb{Z}^n \) for which \( \min \{yb : yA \geq c, \ y \geq 0\} \) has an optimum solution, it has one \( y^* \) such that the rows of \( A \) corresponding to nonzero components of \( y^* \) form a totally unimodular matrix. Then \( Ax \leq b, \ x \geq 0 \) is TDI.

**Proof:** Let \( c \in \mathbb{Z}^n \), and let \( y^* \) be an optimum solution of \( \min \{yb : yA \geq c, \ y \geq 0\} \) such that the rows of \( A \) corresponding to nonzero components of \( y^* \) form a totally unimodular matrix \( A' \). We claim that

\[
\min \{yb : yA \geq c, \ y \geq 0\} = \min \{yb' : yA' \geq c, \ y \geq 0\}, \tag{5.4}
\]

where \( b' \) consists of the components of \( b \) corresponding to the rows of \( A' \). To see the inequality \( \leq \) of (5.4), observe that the LP on the right-hand side arises from the LP on the left-hand side by setting some variables to zero. The inequality \( \geq \) follows from the fact that \( y^* \) without zero components is a feasible solution for the LP on the right-hand side.

Since \( A' \) is totally unimodular, the second minimum in (5.4) has an integral optimum solution (by the Hoffman-Kruskal Theorem 5.19). By filling this solution with zeros we obtain an integral optimum solution to the first minimum in (5.4), completing the proof. \( \square \)

A very useful criterion for total unimodularity is the following:
Theorem 5.23. (Ghouila-Houri [1962]) A matrix $A = (a_{ij}) \in \mathbb{Z}^{m \times n}$ is totally unimodular if and only if for every $R \subseteq \{1, \ldots, m\}$ there is a partition $R = R_1 \cup R_2$ such that
\[
\sum_{i \in R_1} a_{ij} - \sum_{i \in R_2} a_{ij} \in \{-1, 0, 1\}
\]
for all $j = 1, \ldots, n$.

Proof: Let $A$ be totally unimodular, and let $R \subseteq \{1, \ldots, m\}$. Let $d_r := 1$ for $r \in R$ and $d_r := 0$ for $r \in \{1, \ldots, m\} \setminus R$. The matrix
\[
\begin{pmatrix}
A^+ \\
-A^+ \\
I
\end{pmatrix}
\]
is also totally unimodular, so by Theorem 5.19 the polytope
\[
\left\{ x : xA \leq \begin{bmatrix} \frac{1}{2}dA \end{bmatrix}, xA \geq \begin{bmatrix} \frac{1}{2}dA \end{bmatrix}, x \leq d, x \geq 0 \right\}
\]
is integral. Moreover it is nonempty because it contains $\frac{1}{2}d$. So it has an integral vertex, say $z$. Setting $R_1 := \{ r \in R : z_r = 0 \}$ and $R_2 := \{ r \in R : z_r = 1 \}$ we obtain
\[
\left( \sum_{i \in R_1} a_{ij} - \sum_{i \in R_2} a_{ij} \right)_{1 \leq j \leq n} = (d - 2z)A \in \{-1, 0, 1\}^n,
\]
as required.

We now prove the converse. By induction on $k$ we prove that every $k \times k$-submatrix has determinant 0, 1 or $-1$. For $k = 1$ this is directly implied by the criterion for $|R| = 1$.

Now let $k > 1$, and let $B = (b_{ij})_{i,j \in \{1,\ldots,k\}}$ be a nonsingular $k \times k$-submatrix of $A$. By Cramer’s rule, each entry of $B^{-1}$ is $\frac{\det B'}{\det B}$, where $B'$ arises from $B$ by replacing a column by a unit vector. By the induction hypothesis, $\det B' \in \{-1, 0, 1\}$. So $B^* := (\det B)B^{-1}$ is a matrix with entries $-1, 0, 1$ only.

Let $b_{11}^*$ be the first row of $B^*$. We have $b_{11}^* B = (\det B)e_1$, where $e_1$ is the first unit vector. Let $R := \{ i : b_{1i}^* \neq 0 \}$. Then for $j = 2, \ldots, k$ we have $0 = (b_{1j}^* B)_j = \sum_{i \in R} b_{1i}^* b_{ij}$, so $\{|i \in R : b_{ij} \neq 0|\}$ is even.

By the hypothesis there is a partition $R = R_1 \cup R_2$ with $\sum_{i \in R_1} b_{ij} - \sum_{i \in R_2} b_{ij} \in \{-1, 0, 1\}$ for all $j$. So for $j = 2, \ldots, k$ we have $\sum_{i \in R_1} b_{ij} - \sum_{i \in R_2} b_{ij} = 0$. If also $\sum_{i \in R_1} b_{1j} - \sum_{i \in R_2} b_{1j} = 0$, then the sum of the rows in $R_1$ equals the sum of the rows in $R_2$, contradicting the assumption that $B$ is nonsingular (because $R \neq \emptyset$).

So $\sum_{i \in R_1} b_{1i} - \sum_{i \in R_2} b_{1i} \in \{-1, 1\}$ and we have $y B \in \{e_1, -e_1\}$, where
\[
y_i := \begin{cases} 
1 & \text{if } i \in R_1 \\
-1 & \text{if } i \in R_2 \\
0 & \text{if } i \notin R
\end{cases}
\]
Since $b^* B = (\det B) e_1$ and $B$ is nonsingular, we have $b^*_1 \in \{ (\det B) y, - (\det B) y \}$. Since both $y$ and $b^*_1$ are vectors with entries $-1, 0, 1$ only, this implies that $|\det B| = 1$. \qed

We apply this criterion to the incidence matrices of graphs:

**Theorem 5.24.** The incidence matrix of an undirected graph $G$ is totally unimodular if and only if $G$ is bipartite.

**Proof:** By Theorem 5.23 the incidence matrix $M$ of $G$ is totally unimodular if and only if for any $X \subseteq V(G)$ there is a partition $X = A \cup B$ such that $E(G[A]) = E(G[B]) = \emptyset$. By definition, such a partition exists if $G[X]$ is bipartite. \qed

**Theorem 5.25.** The incidence matrix of any digraph is totally unimodular.

**Proof:** Using Theorem 5.23, it suffices to set $R_1 := R$ and $R_2 := \emptyset$ for any $R \subseteq V(G)$. \qed

Applications of Theorems 5.24 and 5.25 will be discussed in later chapters. Theorem 5.25 has an interesting generalization to cross-free families:

**Definition 5.26.** Let $G$ be a digraph and $F$ a family of subsets of $V(G)$. The one-way cut-incidence matrix of $F$ is the matrix $M = (m_{X,e})_{X \in F, e \in E(G)}$ where

$$m_{X,e} = \begin{cases} 1 & \text{if } e \in \delta^+(X) \\ 0 & \text{if } e \notin \delta^+(X) \end{cases}.$$  

The two-way cut-incidence matrix of $F$ is the matrix $M = (m_{X,e})_{X \in F, e \in E(G)}$ where

$$m_{X,e} = \begin{cases} -1 & \text{if } e \in \delta^-(X) \\ 1 & \text{if } e \in \delta^+(X) \\ 0 & \text{otherwise} \end{cases}.$$  

**Theorem 5.27.** Let $G$ be a digraph and $(V(G), F)$ a cross-free set system. Then the two-way cut-incidence matrix of $F$ is totally unimodular. If $F$ is laminar, then also the one-way cut-incidence matrix of $F$ is totally unimodular.

**Proof:** Let $F$ be some cross-free family of subsets of $V(G)$. We first consider the case when $F$ is laminar.

We use Theorem 5.23. To see that the criterion is satisfied, let $R \subseteq F$, and consider the tree-representation $(T, \varphi)$ of $R$, where $T$ is an arborescence rooted at $r$ (Proposition 2.14). With the notation of Definition 2.13, $R = \{ S_e : e \in E(T) \}$. Set $R_1 := \{ S_{(v,u)} : (v,u) \in T : \text{dist}_T(r, w) \text{ even} \}$ and $R_2 := R \setminus R_1$. Now for any edge $e \in E(G)$, the edges $e \in E(T)$ with $f \in \delta^+(S_e)$ form a path $P_f$ in $T$ (possibly of zero length). So

$$|\{ X \in R_1 : f \in \delta^+(X) \} - |\{ X \in R_2 : f \in \delta^+(X) \} | \in \{-1, 0, 1\},$$

as required for the one-way cut-incidence matrix.
Moreover, for any edge $f$ the edges $e \in E(T)$ with $f \in \delta^- (S_e)$ form a path $Q_f$ in $T$. Since $P_f$ and $Q_f$ have a common endpoint, we have
\[
|[X \in \mathcal{R}_1 : f \in \delta^+ (X)]| - |[X \in \mathcal{R}_2 : f \in \delta^+ (X)]| \\
- |[X \in \mathcal{R}_1 : f \in \delta^- (X)]| + |[X \in \mathcal{R}_2 : f \in \delta^- (X)]| \in \{-1, 0, 1\},
\]
as required for the two-way cut-incidence matrix.

Now if $(V(G), \mathcal{F})$ is a general cross-free set system, consider
\[
\mathcal{F}' := \{X \in \mathcal{F} : r \not\in X\} \cup \{V(G) \setminus X : X \in \mathcal{F}, r \in X\}
\]
for some fixed $r \in V(G)$. $\mathcal{F}'$ is laminar. Since the two-way cut-incidence matrix of $\mathcal{F}$ is a submatrix of \[
\begin{pmatrix}
M \\
-M
\end{pmatrix},
\]
where $M$ is the two-way cut-incidence matrix of $\mathcal{F}'$, it is totally unimodular, too. \(\square\)

For general cross-free families the one-way cut-incidence matrix is not totally unimodular; see Exercise 12. For a necessary and sufficient condition, see Schrijver [1983]. The two-way cut-incidence matrices of cross-free families are also known as network matrices (Exercise 13).

Seymour [1980] showed that all totally unimodular matrices can be constructed in a certain way from these network matrices and two other totally unimodular matrices. This deep result implies a polynomial-time algorithm which decides whether a given matrix is totally unimodular (see Schrijver [1986]).

### 5.5 Cutting Planes

In the previous sections we considered integral polyhedra. For general polyhedra $P$ we have $P \supset P_I$. If we want to solve an integer linear program $\max \{c x : x \in P_I\}$, it is a natural idea to cut off certain parts of $P$ such that the resulting set is again a polyhedron $P'$ and we have $P \supset P' \supset P_I$. Hopefully $\max \{c x : x \in P'\}$ is attained by an integral vector; otherwise we can repeat this cutting-off procedure for $P'$ in order to obtain $P''$ and so on. This is the basic idea behind the cutting plane method, first proposed for a special problem (the TSP) by Dantzig, Fulkerson and Johnson [1954].

Gomory [1958, 1963] found an algorithm which solves general integer programs with the cutting plane method. Since Gomory’s algorithm in its original form has little practical relevance, we restrict ourselves to the theoretical background. The general idea of cutting planes is used very often, although it is in general not a polynomial-time method. The importance of cutting plane methods is mostly due to their success in practice. We shall discuss this in Section 21.6. The following presentation is mainly based on Schrijver [1986].
Definition 5.28. Let \( P = \{ x : Ax \leq b \} \) be a polyhedron. Then we define

\[
P' := \bigcap_{H \in \mathcal{H}} H,
\]

where the intersection ranges over all rational affine half-spaces \( H = \{ x : cx \leq \delta \} \) containing \( P \). We set \( P^{(0)} := P \) and \( P^{(i+1)} := (P^{(i)})' \). \( P^{(i)} \) is called the \( i \)-th Gomory-Chvátal-truncation of \( P \).

For a rational polyhedron \( P \) we obviously have \( P \supseteq P' \supseteq P^{(2)} \supseteq \cdots \supseteq P_I \) and \( P_I = (P')_I \).

Proposition 5.29. For any rational polyhedron \( P = \{ x : Ax \leq b \} \),

\[
P' = \{ x : uAx \leq \lfloor ub \rfloor \text{ for all } u \geq 0 \text{ with } uA \text{ integral} \}.
\]

Proof: We first make two observations. For any rational affine half-space \( H = \{ x : cx \leq \delta \} \) with \( c \) integral we obviously have

\[
H' = H_I \subseteq \{ x : cx \leq \lfloor \delta \rfloor \}. \tag{5.5}
\]

If in addition the components of \( c \) are relatively prime, we claim that

\[
H' = H_I = \{ x : cx \leq \lfloor \delta \rfloor \}. \tag{5.6}
\]

To prove (5.6), let \( c \) be an integral vector whose components are relatively prime. By Lemma 5.10 the hyperplane \( \{ x : cx = \lfloor \delta \rfloor \} \) contains an integral vector \( y \). For any rational vector \( x \in \{ x : cx \leq \lfloor \delta \rfloor \} \) let \( \alpha \in \mathbb{N} \) such that \( \alpha x \) is integral. Then we can write

\[
x = \frac{1}{\alpha} (\alpha x - (\alpha - 1)y) + \frac{\alpha - 1}{\alpha} y,
\]

i.e. \( x \) is a convex combination of integral points in \( H \). Hence \( x \in H_I \), implying (5.6).

We now turn to the main proof. To see \( \subseteq \), observe that for any \( u \geq 0 \), \( \{ x : uAx \leq ub \} \) is a half-space containing \( P \), so by (5.5) \( P' \subseteq \{ x : uAx \leq \lfloor ub \rfloor \} \) if \( uA \) is integral.

We now prove \( \supseteq \). For \( P = \emptyset \) this is easy, so we assume \( P \neq \emptyset \). Let \( H = \{ x : cx \leq \delta \} \) be some rational affine half-space containing \( P \). W.l.o.g. \( c \) is integral and the components of \( c \) are relatively prime. We observe that

\[
\delta \geq \max \{ cx : Ax \leq b \} = \min \{ ub : uA = c, u \geq 0 \}.
\]

Now let \( u^* \) be any optimum solution for the minimum. Then for any

\[
z \in \{ x : uAx \leq \lfloor ub \rfloor \text{ for all } u \geq 0 \text{ with } uA \text{ integral} \} \subseteq \{ x : u^*Ax \leq \lfloor u^*b \rfloor \}
\]

we have:

\[
cz = u^*Az \leq \lfloor u^*b \rfloor \leq \lfloor \delta \rfloor
\]
which, using (5.6), implies \( z \in H_I \).

Below we shall prove that for any rational polyhedron \( P \) there is a number \( t \) with \( P_t = P^{(t)} \). So Gomory’s cutting plane method successively solves the linear programs over \( P, P', P'' \), and so on, until the optimum is integral. At each step only a finite number of new inequalities have to be added, namely those corresponding to a TDI-system defining the current polyhedron (recall Theorem 5.16):

**Theorem 5.30.** (Schrijver [1980]) Let \( P = \{ x : Ax \leq b \} \) be a polyhedron with \( Ax \leq b \) TDI, \( A \) integral and \( b \) rational. Then \( P' = \{ x : Ax \leq \lfloor b \rfloor \} \). In particular, for any rational polyhedron \( P, P' \) is a polyhedron again.

**Proof:** The statement is trivial if \( P \) is empty, so let \( P \neq \emptyset \). Obviously \( P' \subseteq \{ x : Ax \leq \lfloor b \rfloor \} \). To show the other inclusion, let \( u \geq 0 \) be a vector with \( uA \) integral. By Proposition 5.29 it suffices to show that \( uAx \leq \lfloor ub \rfloor \) for all \( x \) with \( Ax \leq \lfloor b \rfloor \).

We know that

\[
ub \geq \max \{ uAx : Ax \leq b \} = \min \{ yb : y \geq 0, yA = uA \}.
\]

Since \( Ax \leq b \) is TDI, the minimum is attained by some integral vector \( y^* \). Now \( Ax \leq \lfloor b \rfloor \) implies

\[
uAx = y^*Ax \leq y^*[b] \leq \lfloor y^*[b] \rfloor \leq \lfloor ub \rfloor .
\]

The second statement follows from Theorem 5.16.

To prove the main theorem of this section, we need two more lemmas:

**Lemma 5.31.** If \( F \) is a face of a rational polyhedron \( P \), then \( F' = P' \cap F \). More generally, \( F^{(i)} = P^{(i)} \cap F \) for all \( i \in \mathbb{N} \).

**Proof:** Let \( P = \{ x : Ax \leq b \} \) with \( A \) integral, \( b \) rational, and \( Ax \leq b \) TDI (recall Theorem 5.16).

Now let \( F = \{ x : Ax \leq b, ax = \beta \} \) be a face of \( P \), where \( ax \leq \beta \) is a valid inequality for \( P \) with \( a \) and \( \beta \) integral.

By Proposition 5.15, \( Ax \leq b, ax \leq \beta \) is TDI, so by Theorem 5.17, \( Ax \leq b, ax = \beta \) is also TDI. As \( \beta \) is an integer,

\[
P' \cap F = \{ x : Ax \leq \lfloor b \rfloor, ax = \beta \} = \{ x : Ax \leq \lfloor b \rfloor, ax \leq \lfloor \beta \rfloor, ax \geq \lceil \beta \rceil \} = F'.
\]

Here we have used Theorem 5.30 twice.

To prove \( F^{(i)} = P^{(i)} \cap F \) for \( i > 1 \) we observe that \( F' \) is either empty or a face of \( P' \). Now the statement follows by induction on \( i \).
Lemma 5.32. Let $P$ be a rational polyhedron in $\mathbb{R}^n$ and $U$ a unimodular $n \times n$-matrix. For $X \subseteq \mathbb{R}^n$ write $f(X) := \{Ux : x \in X\}$. Then if $X$ is a polyhedron, $f(X)$ is again a polyhedron. Moreover, we have $(f(P))_I = f(P')$ and $(f(P))_J = f(P_I)$.

Proof: Since $f : \mathbb{R}^n \to \mathbb{R}^n$, $x \mapsto Ux$ is a bijective linear function, the first statement is obviously true. Since also the restrictions of $f$ and $f^{-1}$ to $\mathbb{Z}^n$ are bijections (by Proposition 5.8) we have

$$(f(P))_I = \text{conv}(\{x \in \mathbb{Z}^n : U^{-1}x \in P\}) = \text{conv}(\{x \in \mathbb{R}^n : U^{-1}x \in P_I\}) = f(P_I).$$

Let $P = \{x : Ax \leq b\}$ with $Ax \leq b$ TDI, $A$ integral, $b$ rational (cf. Theorem 5.16). Then by definition $AU^{-1}x \leq b$ is also TDI. Therefore

$$(f(P))' = \{x : AU^{-1}x \leq b\}' = \{x : AU^{-1}x \leq [b]\} = f(P').$$

□

Theorem 5.33. (Schrijver [1980]) For each rational polyhedron $P$ there exists a number $t$ such that $P^{(t)} = P_I$.

Proof: Let $P$ be a rational polyhedron in $\mathbb{R}^n$. We prove the theorem by induction on $n + \dim P$. The case $P = \emptyset$ is trivial, the case $\dim P = 0$ is easy.

First suppose that $P$ is not full-dimensional. Then $P \subseteq K$ for some rational hyperplane $K$.

If $K$ contains no integral vectors, $K = \{x : ax = \beta\}$ for some integral vector $a$ and some non-integer $\beta$ (by Lemma 5.10). But then $P' = \{x : ax \leq [\beta], \ ax \geq [\beta]\} = \emptyset = P_I$.

If $K$ contains integral vectors, say $K = \{x : ax = \beta\}$ with $a$ integral, $\beta$ an integer, we may assume $\beta = 0$, because the theorem is invariant under translations by integral vectors. By Lemma 5.9 there exists a unimodular matrix $U$ with $AU = ae_1$. Since the theorem is also invariant under the transformation $x \mapsto U^{-1}x$ (by Lemma 5.32), we may assume $a = ae_1$. Then the first component of each vector in $P$ is zero, and thus we can reduce the dimension of the space by one and apply the induction hypothesis (observe that $(\{0\} \times Q)_I = \{0\} \times Q_I$ and $(\{0\} \times Q)^{(t)} = \{0\} \times Q^{(t)}$ for any polyhedron $Q$ in $\mathbb{R}^{n-1}$ and any $t \in \mathbb{N}$).

Let now $P = \{x : Ax \leq b\}$ be full-dimensional, and w.l.o.g. $A$ integral. By Theorem 5.7 there is some integral matrix $C$ and some vector $d$ with $P_I = \{x : Cx \leq d\}$. In the case $P_I = \emptyset$ we set $C := A$ and $d := b - A'E_1$, where $A'$ arises from $A$ by taking the absolute value of each entry. (Note that $\{x : Ax \leq b - A'E_1\} = \emptyset$.)

Let $cx \leq \delta$ be an inequality of $Cx \leq d$. We claim that $P^{(s)} \subseteq H := \{x : cx \leq \delta\}$ for some $s \in \mathbb{N}$. This claim obviously implies the theorem.

First observe that there is some $\beta \geq \delta$ such that $P \subseteq \{x : cx \leq \beta\}$: in the case $P_I = \emptyset$ this follows from the choice of $C$ and $d$; in the case $P_I \neq \emptyset$ this follows from Proposition 5.1.

Suppose our claim is false, i.e. there is an integer $\gamma$ with $\delta < \gamma \leq \beta$ for which there exists an $s_0 \in \mathbb{N}$ with $P^{(s_0)} \subseteq \{x : cx \leq \gamma\}$, but there is no $s \in \mathbb{N}$ with $P^{(s)} \subseteq \{x : cx \leq \gamma - 1\}$. 


Observe that \( \max \{ cx : x \in P(s) \} = \gamma \) for all \( s \geq s_0 \), because if \( \max \{ cx : x \in P(s) \} < \gamma \) for some \( s \), then \( P(s+1) \subseteq \{ x : cx \leq \gamma - 1 \} \).

Let \( F := P(s_0) \cap \{ x : cx = \gamma \} \). \( F \) is a face of \( P(s_0) \), and \( \dim F < n = \dim P \). By the induction hypothesis, there is a number \( s_1 \) such that
\[
F^{(s_1)} = F_1 \subseteq P_1 \cap \{ x : cx = \gamma \} = \emptyset.
\]
By applying Lemma 5.31 to \( F \) and \( P(s_0) \) we obtain
\[
\emptyset = F^{(s_1)} = P^{(s_0+s_1)} \cap F = P^{(s_0+s_1)} \cap \{ x : cx = \gamma \}.
\]
Hence \( \max \{ cx : x \in P^{(s_0+s_1)} \} < \gamma \), a contradiction. \( \square \)

This theorem also implies the following:

**Theorem 5.34.** (Chvátal [1973]) For each polytope \( P \) there is a number \( t \) such that \( P^{(t)} = P_1 \).

**Proof:** As \( P \) is bounded, there exists some rational polytope \( Q \supseteq P \) with \( Q_1 = P_1 \). By Theorem 5.33, \( Q^{(t)} = Q_1 \) for some \( t \). Hence \( P_1 \subseteq P^{(t)} \subseteq Q_1 = P_1 \), implying \( P^{(t)} = P_1 \). \( \square \)

This number \( t \) is called the Chvátal rank of \( P \). If \( P \) is neither bounded nor rational, one cannot have an analogous theorem: see Exercises 1 and 16.

A more efficient algorithm which computes the integer hull of a two-dimensional polyhedron has been found by Harvey [1999]. A version of the cutting plane method which, in polynomial time, approximates a linear objective function over an integral polytope given by a separation oracle was described by Boyd [1997].

### 5.6 Lagrangean Relaxation

Suppose we have an integer linear program \( \max \{ cx : Ax \leq b, A'x \leq b', x \text{ integral} \} \) that becomes substantially easier to solve when omitting some of the constraints \( A'x \leq b' \). We write \( Q := \{ x \in \mathbb{R}^n : Ax \leq b, x \text{ integral} \} \) and assume that we can optimize linear objective functions over \( Q \) (for example if \( \text{conv}(Q) = \{ x : Ax \leq b \} \)). Lagrangean relaxation is a technique to get rid of some troublesome constraints (in our case \( A'x \leq b' \)). Instead of explicitly enforcing the constraints we modify the objective function in order to punish infeasible solutions. More precisely, instead of optimizing
\[
\max \{ c^\top x : A'x \leq b' \}, \ x \in Q \}
\]
we consider, for any vector \( \lambda \geq 0 \),
\[
LR(\lambda) := \max \{ c^\top x + \lambda^\top (b' - A'x) : x \in Q \}.
\]
For each \( \lambda \geq 0 \), \( LR(\lambda) \) is an upper bound for (5.7) which is relatively easy to compute. (5.8) is called the **Lagrangean relaxation** of (5.7), and the components of \( \lambda \) are called **Lagrange multipliers**.

Lagrangean relaxation is a useful technique in nonlinear programming; but here we restrict ourselves to (integer) linear programming.

Of course one is interested in as good an upper bound as possible. Observe that \( LR(\lambda) \) is a convex function. The following procedure (called subgradient optimization) can be used to minimize \( LR(\lambda) \):

Start with an arbitrary vector \( \lambda^{(0)} \geq 0 \). In iteration \( i \), given \( \lambda^{(i)} \), find a vector \( x^{(i)} \) maximizing \( c^\top x + (\lambda^{(i)})^\top (b' - A'x) \) over \( Q \) (i.e. compute \( LR(\lambda^{(i)}) \)). Set \( \lambda^{(i+1)} := \max\{0, \lambda^{(i)} - t_i(b' - A'x^{(i)})\} \) for some \( t_i > 0 \). Polyak [1967] showed that if \( \lim_{i \to \infty} t_i = 0 \) and \( \sum_{i=0}^{\infty} t_i = \infty \), then \( \lim_{i \to \infty} LR(\lambda^{(i)}) = \min\{LR(\lambda) : \lambda \geq 0\} \).

For more results on the convergence of subgradient optimization, see (Goffin 1977).

The problem

\[
\min\{LR(\lambda) : \lambda \geq 0\}
\]

is sometimes called the **Lagrangean dual** of (5.7). The question remains how good this upper bound is. Of course this depends on the structure of the original problem. In Section 21.5 we shall meet an application to the TSP, where Lagrangean relaxation is very effective. The following theorem helps to estimate the quality of the upper bound:

**Theorem 5.35.** (Geoffrion [1974]) Let \( Q \subset \mathbb{R}^n \) be a finite set, \( c \in \mathbb{R}^n \), \( A' \in \mathbb{R}^{m \times n} \) and \( b' \in \mathbb{R}^m \). Suppose that \( \{x \in Q : A'x \leq b'\} \) is nonempty. Then the optimum value of the Lagrangean dual of \( \max\{c^\top x : A'x \leq b', \ x \in Q\} \) is equal to \( \max\{c^\top x : A'x \leq b', \ x \in \text{conv}(Q)\} \).

**Proof:** By reformulating and using the LP Duality Theorem 3.16 we get

\[
\min\{LR(\lambda) : \lambda \geq 0\} = \min\{\max\{c^\top x + \lambda^\top (b' - A'x) : x \in Q\} : \lambda \geq 0\} = \min\{\eta : \forall x \in Q, \ \eta + \lambda^\top (A'x - b') \leq c^\top x\} = \max\left\{\sum_{x \in Q} \alpha_x (c^\top x) : \alpha_x \geq 0, \ \sum_{x \in Q} (A'x - b')\alpha_x \leq 0\right\} = \max\left\{c^\top \sum_{x \in Q} \alpha_x x : \alpha_x \geq 0, \ \sum_{x \in Q} \alpha_x x = 1, \ A'\left(\sum_{x \in Q} \alpha_x x\right) \leq b'\right\} = \max\{c^\top y : y \in \text{conv}(Q), \ A'y \leq b'\}. \tag*{\Box}
\]

In particular, if we have an integer linear program \( \max\{cx : A'x \leq b', \ Ax \leq b, \ x \text{ integral}\} \) where \( \{x : Ax \leq b\} \) is integral, then the Lagrangean dual (when relaxing \( A'x \leq b' \) as above) yields the same upper bound as the standard LP.
relaxation \( \max\{cx : A'x \leq b', Ax \leq b\} \). If \( \{x : Ax \leq b\} \) is not integral, the upper bound is in general stronger (but can be difficult to compute). See Exercise 20 for an example.

Lagrangean relaxation can also be used to approximate linear programs. For example, consider the Job Assignment Problem (see Section 1.3, in particular (1.1)). The problem can be rewritten equivalently as

\[
\min \left\{ T : \sum_{j \in S_i} x_{ij} \geq t_i \ (i = 1, \ldots, n), \ (x, T) \in P \right\}
\]  

(5.9)

where \( P \) is the polytope

\[
\left\{ (x, T) : 0 \leq x_{ij} \leq t_i \ (i = 1, \ldots, n, \ j \in S_i), \ \sum_{i : j \in S_i} x_{ij} \leq T \ (j = 1, \ldots, m), \ T \leq \sum_{i=1}^n t_i \right\}.
\]

Now we apply Lagrangean relaxation and consider

\[
LR(\lambda) := \min \left\{ T + \sum_{i=1}^n \lambda_i \left( t_i - \sum_{j \in S_i} x_{ij} \right) : (x, T) \in P \right\}.
\]

(5.10)

Because of its special structure this LP can be solved by a simple combinatorial algorithm (Exercise 22), for arbitrary \( \lambda \). If we let \( Q \) be the set of vertices of \( P \) (cf. Corollary 3.27), then we can apply Theorem 5.35 and conclude that the optimum value of the Lagrangean dual \( \max\{LR(\lambda) : \lambda \geq 0\} \) equals the optimum of (5.9).

Exercises

1. Let \( P := \left\{ (x, y) \in \mathbb{R}^2 : y \leq \sqrt{2}x \right\} \). Prove that \( P_I \) is not a polyhedron.

* 2. Prove the following integer analogue of Carathéodory’s theorem (Exercise 10 of Chapter 3): For each pointed polyhedral cone \( C = \{x : Ax \leq 0\} \), each Hilbert basis \( \{a_1, \ldots, a_t\} \) of \( C \), and each integral point \( x \in C \) there are \( 2n - 1 \) vectors among \( a_1, \ldots, a_t \) such that \( x \) is a nonnegative integer combination of those.

_Hint:_ Consider an optimum basic solution of the LP \( \max\{y \mathbb{1} : yA = x, \ y \geq 0\} \) and round the components down.

(Cook, Fonlupt and Schrijver [1986])

3. Let \( C = \{x : Ax \geq 0\} \) be a rational polyhedral cone and \( b \) some vector with \( bx > 0 \) for all \( x \in C \setminus \{0\} \). Show that there exists a unique minimal integral Hilbert basis generating \( C \).

(Schrijver [1981])
4. Let $A$ be an integral $m \times n$-matrix, and let $b$ and $c$ be vectors, and $y$ an optimum solution of $\max\{cx : Ax \leq b, x \text{ integral}\}$. Prove that there exists an optimum solution $z$ of $\max\{cx : Ax \leq b\}$ with $\|y - z\|_{\infty} \leq n \Xi(A)$. (Cook et al. [1986])

5. Prove that each unimodular matrix arises from an identity matrix by unimodular transformations.

*6. Prove that there is a polynomial-time algorithm which, given an integral matrix $A$ and an integral vector $b$, finds an integral vector $x$ with $Ax = b$ or decides that none exists.

7. Consider the two systems

\[
\begin{pmatrix}
1 & 1 \\
1 & 0 \\
1 & -1
\end{pmatrix}
\begin{pmatrix}
x_1 \\
x_2
\end{pmatrix}
\leq
\begin{pmatrix}
0 \\
0 \\
0
\end{pmatrix}
\text{ and }
\begin{pmatrix}
1 & 1 \\
1 & -1
\end{pmatrix}
\begin{pmatrix}
x_1 \\
x_2
\end{pmatrix}
\leq
\begin{pmatrix}
0 \\
0
\end{pmatrix}.
\]

They clearly define the same polyhedron. Prove that the first one is TDI but the second one is not.

8. Let $a$ be an integral vector and $\beta$ a rational number. Prove that the inequality $ax \leq \beta$ is TDI if and only if the components of $a$ are relatively prime.

9. Let $Ax \leq b$ be TDI, $k \in \mathbb{N}$ and $\alpha > 0$ rational. Show that $\frac{1}{k}Ax \leq \alpha b$ is again TDI. Moreover, prove that $\alpha Ax \leq \alpha b$ is not necessarily TDI.

10. Use Theorem 5.24 in order to prove Kőnig’s Theorem 10.2 (cf. Exercise 2 of Chapter 11):

   The maximum cardinality of a matching in a bipartite graph equals the minimum cardinality of a vertex cover.

11. Show that $A = \begin{pmatrix}
1 & 1 & 1 \\
-1 & 1 & 0 \\
1 & 0 & 0
\end{pmatrix}$ is not totally unimodular, but $\{x : Ax = b\}$ is integral for all integral vectors $b$. (Nemhauser and Wolsey [1988])

12. Let $G$ be the digraph $\{\{1, 2, 3, 4\}, \{(1, 3), (2, 4), (2, 1), (4, 1), (4, 3)\}\}$, and let $\mathcal{F} := \{\{1, 2, 4\}, \{1, 2\}, \{2\}, \{2, 3, 4\}, \{4\}\}$. Prove that $(V(G), \mathcal{F})$ is cross-free but the one-way cut-incidence matrix of $\mathcal{F}$ is not totally unimodular.

*13. Let $G$ and $T$ be digraphs such that $V(G) = V(T)$ and the undirected graph underlying $T$ is a tree. For $v, w \in V(G)$ let $P(v, w)$ be the unique undirected path from $v$ to $w$ in $T$. Let $M = (m_{e,f})_{e \in E(G), f \in E(T)}$ be the matrix defined by

\[
m_{(v,w),(x,y)} := \begin{cases}
1 & \text{if } (x, y) \in E(P(v, w)) \text{ and } (x, y) \in E(P(v, y)) \\
-1 & \text{if } (x, y) \in E(P(v, w)) \text{ and } (x, y) \in E(P(v, x)) \\
0 & \text{if } (x, y) \notin E(P(v, w))
\end{cases}.
\]

Matrices arising this way are called network matrices. Show that the network matrices are precisely the two-way cut-incidence matrices.
14. An interval matrix is a 0-1-matrix such that in each row the 1-entries are consecutive. Prove that interval matrices are totally unimodular.

15. Consider the following interval packing problem: Given a list of intervals $[a_i, b_i], i = 1, \ldots, n$ with weights $c_1, \ldots, c_n$ and a number $k \in \mathbb{N}$, find a maximum weight subset of the intervals such that no point is contained in more than $k$ of them.

(a) Find an LP formulation (without integrality constraints) of this problem.
(b) What combinatorial meaning has the dual LP? Show how to solve the dual LP by a simple combinatorial algorithm.
(c) Use (b) to obtain a combinatorial algorithm for the interval packing problem. What running time do you obtain?

16. Let $P := \{(x, y) \in \mathbb{R}^2 : y = \sqrt{2}x, x \geq 0\}$ and $Q := \{(x, y) \in \mathbb{R}^2 : y = \sqrt{2}x\}$. Prove that $P^{(t)} = P \neq P_I$ for all $t \in \mathbb{N}$ and $Q' = \mathbb{R}^2$.

17. Let $P$ be the convex hull of the three points $(0, 0), (0, 1)$ and $(k, \frac{1}{2})$ in $\mathbb{R}^2$, where $k \in \mathbb{N}$. Show that $P^{(2k-1)} \neq P_I$ but $P^{(2k)} = P_I$.

18. Let $P \subseteq [0, 1]^n$ be a polytope in the unit hypercube with $P_I = \emptyset$. Prove that then $P^{(n)} = \emptyset$.

Note: Eisenbrand and Schulz [2003] proved that $P^{(n^2(1+\log n))} = P_I$ for any polytope $P \subseteq [0, 1]^n$.

19. In this exercise we apply Lagrangean relaxation to linear equation systems. Let $Q$ be a finite set of vectors in $\mathbb{R}^n$, $c \in \mathbb{R}^n$ and $A' \in \mathbb{R}^{m \times n}$ and $b' \in \mathbb{R}^m$. Prove that

$$\min \left\{ \max \{c^\top x + \lambda^\top (b' - A'x) : x \in Q\} : \lambda \in \mathbb{R}^m \right\}$$

$$= \max \{c^\top y : y \in \text{conv}(Q), A'y = b'\}.$$ 

20. Consider the following facility location problem: Given a set of $n$ customers with demands $d_1, \ldots, d_n$, and $m$ optional facilities each of which can be opened or not. For each facility $i = 1, \ldots, m$ we have a cost $f_i$ for opening it, a capacity $u_i$ and a distance $c_{ij}$ to each customer $j = 1, \ldots, n$. The task is to decide which facilities should be opened and to assign each customer to an open facility. The total demand of the customers assigned to one facility must not exceed its capacity. The objective is to minimize the facility opening costs plus the sum of the distances of each customer to its facility. In terms of Integer Programming the problem can be formulated as

$$\min \left\{ \sum_{i,j} c_{ij}x_{ij} + \sum_i f_i y_i : \sum_j d_j x_{ij} \leq u_i y_i, \sum_i x_{ij} = 1, x_{ij}, y_i \in \{0, 1\} \right\}.$$ 

Apply Lagrangean relaxation, once relaxing $\sum_j d_j x_{ij} \leq u_i y_i$ for all $i$, then relaxing $\sum_i x_{ij} = 1$ for all $j$. Which Lagrangean dual yields a tighter bound? 

Note: Both Lagrangean relaxations can be dealt with: see Exercise 7 of Chapter 17.
21. Consider the **Uncapacitated Facility Location Problem**: given numbers \( n, m, f_i \) and \( c_{ij} \) (\( i = 1, \ldots, m \), \( j = 1, \ldots, n \)), the problem can be formulated as

\[
\min \left\{ \sum_{i,j} c_{ij} x_{ij} + \sum_i f_i y_i : \sum_i x_{ij} = 1, x_{ij} \leq y_i, x_{ij}, y_i \in \{0, 1\} \right\}.
\]

For \( S \subseteq \{1, \ldots, n\} \) we denote by \( c(S) \) the cost of supplying facilities for the customers in \( S \), i.e.

\[
\min \left\{ \sum_{i,j} c_{ij} x_{ij} + \sum_i f_i y_i : \sum_{j \in S} x_{ij} = 1 \text{ for } j \in S, x_{ij} \leq y_i, x_{ij}, y_i \in \{0, 1\} \right\}.
\]

The cost allocation problem asks whether the total cost \( c([1, \ldots, n]) \) can be distributed among the customers such that no subset \( S \) pays more than \( c(S) \). In other words: are there numbers \( p_1, \ldots, p_n \) such that \( \sum_{j=1}^n p_j = c([1, \ldots, n]) \) and \( \sum_{j \in S} p_j \leq c(S) \) for all \( S \subseteq \{1, \ldots, n\} \)? Show that this is the case if and only if \( c([1, \ldots, n]) \) equals

\[
\min \left\{ \sum_{i,j} c_{ij} x_{ij} + \sum_i f_i y_i : \sum_i x_{ij} = 1, x_{ij} \leq y_i, x_{ij}, y_i \geq 0 \right\},
\]

i.e. if the integrality conditions can be left out.

*Hint:* Apply Lagrangean relaxation to the above LP. For each set of Lagrange multipliers decompose the resulting minimization problem to minimization problems over polyhedral cones. What are the vectors generating these cones? (Goemans and Skutella [2004])

22. Describe a combinatorial algorithm (without using **Linear Programming**) to solve (5.10) for arbitrary (but fixed) Lagrange multipliers \( \lambda \). What running time can you achieve?
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6. Spanning Trees and Arborescences

Consider a telephone company that wants to rent a subset from an existing set of cables, each of which connects two cities. The rented cables should suffice to connect all cities and they should be as cheap as possible. It is natural to model the network by a graph: the vertices are the cities and the edges correspond to the cables. By Theorem 2.4 the minimal connected spanning subgraphs of a given graph are its spanning trees. So we look for a spanning tree of minimum weight, where we say that a subgraph $T$ of a graph $G$ with weights $c : E(G) \to \mathbb{R}$ has weight $c(E(T)) = \sum_{e \in E(T)} c(e)$.

This is a simple but very important combinatorial optimization problem. It is also among the combinatorial optimization problems with the longest history; the first algorithm was given by Borůvka [1926a,1926b]; see Nešetřil, Milková and Nešetřilová [2001].

Compared to the Drilling Problem which asks for a shortest path containing all vertices of a complete graph, we now look for a shortest tree. Although the number of spanning trees is even bigger than the number of paths ($K_n$ contains $n!$ Hamiltonian paths, but, by a theorem of Cayley [1889], as many as $n^{n-2}$ different spanning trees; see Exercise 1), the problem turns out to be much easier. In fact, a simple greedy strategy works as we shall see in Section 6.1.

Arborescences can be considered as the directed counterparts of trees; by Theorem 2.5 they are the minimal spanning subgraphs of a digraph such that all vertices are reachable from a root. The directed version of the Minimum Spanning Tree Problem, the Minimum Weight Arborescence Problem, is more difficult since a greedy strategy no longer works. In Section 6.2 we show how to solve this problem.

Since there are very efficient combinatorial algorithms it is not recommended to solve these problems with Linear Programming. Nevertheless it is interesting that the corresponding polytopes (the convex hull of the incidence vectors of spanning trees or arborescences; cf. Corollary 3.28) can be described in a nice way, which we shall show in Section 6.3. In Section 6.4 we prove some classical results concerning the packing of spanning trees and arborescences.

6.1 Minimum Spanning Trees

In this section, we consider the following two problems:
**Maximum Weight Forest Problem**

*Instance:* An undirected graph $G$, weights $c : E(G) \to \mathbb{R}$.

*Task:* Find a forest in $G$ of maximum weight.

**Minimum Spanning Tree Problem**

*Instance:* An undirected graph $G$, weights $c : E(G) \to \mathbb{R}$.

*Task:* Find a spanning tree in $G$ of minimum weight or decide that $G$ is not connected.

We claim that both problems are equivalent. To make this precise, we say that a problem $P$ linearly reduces to a problem $Q$ if there are functions $f$ and $g$, each computable in linear time, such that $f$ transforms an instance $x$ of $P$ to an instance $f(x)$ of $Q$, and $g$ transforms a solution of $f(x)$ to a solution of $x$. If $P$ linearly reduces to $Q$ and $Q$ linearly reduces to $P$, then both problems are called equivalent.

**Proposition 6.1.** The Maximum Weight Forest Problem and the Minimum Spanning Tree Problem are equivalent.

**Proof:** Given an instance $(G, c)$ of the Maximum Weight Forest Problem, delete all edges of negative weight, let $c'(e) := -c(e)$ for all $e \in E(G')$, and add a minimum set $F$ of edges (with arbitrary weight) to make the graph connected; let us call the resulting graph $G'$. Then instance $(G', c')$ of the Minimum Spanning Tree Problem is equivalent in the following sense: Deleting the edges of $F$ from a minimum weight spanning tree in $(G', c')$ yields a maximum weight forest in $(G, c)$.

Conversely, given an instance $(G, c)$ of the Minimum Spanning Tree Problem, let $c'(e) := K - c(e)$ for all $e \in E(G)$, where $K = 1 + \max_{e \in E(G)} c(e)$. Then the instance $(G, c')$ of the Maximum Weight Forest Problem is equivalent, since all spanning trees have the same number of edges (Theorem 2.4).

We shall return to different reductions of one problem to another in Chapter 15. In the rest of this section we consider the Minimum Spanning Tree Problem only. We start by proving two optimality conditions:

**Theorem 6.2.** Let $(G, c)$ be an instance of the Minimum Spanning Tree Problem, and let $T$ be a spanning tree in $G$. Then the following statements are equivalent:

(a) $T$ is optimum.
(b) For every $e = \{x, y\} \in E(G) \setminus E(T)$, no edge on the $x$-$y$-path in $T$ has higher cost than $e$.
(c) For every $e \in E(T)$, $e$ is a minimum cost edge of $\delta(V(C))$, where $C$ is a connected component of $T - e$. 


6.1 Minimum Spanning Trees

Proof: (a)⇒(b): Suppose (b) is violated: Let \( e = \{x, y\} \in E(G) \setminus E(T) \) and let \( f \) be an edge on the \( x \)-\( y \)-path in \( T \) with \( c(f) > c(e) \). Then \((T - f) + e \) is a spanning tree with lower cost.

(b)⇒(c): Suppose (c) is violated: let \( e \in E(T) \), \( C \) a connected component of \( T - e \) and \( f = \{x, y\} \in \delta(V(C)) \) with \( c(f) < c(e) \). Observe that the \( x \)-\( y \)-path in \( T \) must contain an edge of \( \delta(V(C)) \), but the only such edge is \( e \). So (b) is violated.

(c)⇒(a): Suppose \( T \) satisfies (c), and let \( T^* \) be an optimum spanning tree with \( E(T^*) \cap E(T) \) as large as possible. We show that \( T = T^* \). Namely, suppose there is an edge \( e = \{x, y\} \in E(T) \setminus E(T^*) \). Let \( C \) be a connected component of \( T - e \). \( T^* + e \) contains a circuit \( D \). Since \( e \in E(D) \cap \delta(V(C)) \), at least one more edge \( f \) \((f \neq e)\) of \( D \) must belong to \( \delta(V(C)) \) (see Exercise 9 of Chapter 2). Observe that \((T^* + e) - f \) is a spanning tree. Since \( T^* \) is optimum, \( c(e) \geq c(f) \). But since (c) holds for \( T \), we also have \( c(f) \geq c(e) \). So \( c(f) = c(e) \), and \((T^* + e) - f \) is another optimum spanning tree. This is a contradiction, because it has one edge more in common with \( T \). \( \square \)

The following “greedy” algorithm for the Minimum Spanning Tree Problem was proposed by Kruskal [1956]. It can be regarded as a special case of a quite general greedy algorithm which will be discussed in Section 13.4. In the following let \( n := |V(G)| \) and \( m := |E(G)| \).

**Kruskal’s Algorithm**

**Input:** A connected undirected graph \( G \), weights \( c : E(G) \to \mathbb{R} \).

**Output:** A spanning tree \( T \) of minimum weight.

1. Sort the edges such that \( c(e_1) \leq c(e_2) \leq \ldots \leq c(e_m) \).
2. Set \( T := (V(G), \emptyset) \).
3. For \( i := 1 \) to \( m \) do:
   
   - If \( T + e_i \) contains no circuit then set \( T := T + e_i \).

**Theorem 6.3.** Kruskal’s Algorithm works correctly.

Proof: It is clear that the algorithm constructs a spanning tree \( T \). It also guarantees condition (b) of Theorem 6.2, so \( T \) is optimum. \( \square \)

The running time of Kruskal’s Algorithm is \( O(mn) \): the edges can be sorted in \( O(m \log m) \) time (Theorem 1.5), and testing for a circuit in a graph with at most \( n \) edges can be implemented in \( O(n) \) time (just apply DFS (or BFS) and check if there is any edge not belonging to the DFS-tree). Since this is repeated \( m \) times, we get a total running time of \( O(m \log m + mn) = O(mn) \). However, a more efficient implementation is possible:
Theorem 6.4. **Kruskal’s Algorithm** can be implemented to run in $O(m \log n)$ time.

**Proof:** Parallel edges can be eliminated first: all but the cheapest edges are redundant. So we may assume that $m = O(n^2)$. Since the running time of (1) is obviously $O(m \log m) = O(m \log n)$ we concentrate on (3). We study a data structure maintaining the connected components of $T$. In (3) we have to test whether the addition of an edge $e_i = \{v, w\}$ to $T$ results in a circuit. This is equivalent to testing if $v$ and $w$ are in the same connected component.

Our implementation maintains a branching $B$ with $V(B) = V(G)$. At any time the connected components of $B$ will be induced by the same vertex sets as the connected components of $T$. (Note however that $B$ is in general not an orientation of $T$.)

When checking an edge $e_i = \{v, w\}$ in (3), we find the root $r_v$ of the arborescence in $B$ containing $v$ and the root $r_w$ of the arborescence in $B$ containing $w$. The time needed for this is proportional to the length of the $r_v$-v-path plus the length of the $r_w$-w-path in $B$. We shall show later that this length is always at most $\log n$.

Next we check if $r_v = r_w$. If $r_v \neq r_w$, we insert $e_i$ into $T$ and we have to add an edge to $B$. Let $h(r)$ be the maximum length of a path from $r$ in $B$. If $h(r_v) \geq h(r_w)$, then we add an edge $(r_v, r_w)$ to $B$, otherwise we add $(r_w, r_v)$ to $B$. If $h(r_v) = h(r_w)$, this operation increases $h(r_v)$ by one, otherwise the new root has the same $h$-value as before. So the $h$-values of the roots can be maintained easily. Of course initially $B : = (V(G), \emptyset)$ and $h(v) : = 0$ for all $v \in V(G)$.

We claim that an arborescence of $B$ with root $r$ contains at least $2^{h(r)}$ vertices. This implies that $h(r) \leq \log n$, concluding the proof. At the beginning, the claim is clearly true. We have to show that this property is maintained when adding an edge $(x, y)$ to $B$. This is trivial if $h(x)$ does not change. Otherwise we have $h(x) = h(y)$ before the operation, implying that each of the two arborescences contains at least $2^{h(x)}$ vertices. So the new arborescence rooted at $x$ contains at least $2 \cdot 2^{h(x)} = 2^{h(x)+1}$ vertices, as required. \qed

The above implementation can be improved by another trick: whenever the root $r_v$ of the arborescence in $B$ containing $v$ has been determined, all the edges on the $r_v$-v-path $P$ are deleted and an edge $(r_x, x)$ is inserted for each $x \in V(P) \setminus \{r_v\}$. A complicated analysis shows that this so-called path compression heuristic makes the running time of (3) almost linear: it is $O(m \alpha(m, n))$, where $\alpha(m, n)$ is the functional inverse of Ackermann’s function (see Tarjan [1975,1983]).

We now mention another well-known algorithm for the Minimum Spanning Tree Problem, due to Jarník [1930] (see Korte and Nešetřil [2001]), Dijkstra [1959] and Prim [1957]:

**Prim’s Algorithm**

**Input:** A connected undirected graph $G$, weights $c : E(G) \to \mathbb{R}$.

**Output:** A spanning tree $T$ of minimum weight.
Choose $v \in V(G)$. Set $T := (\{v\}, \emptyset)$.

2. While $V(T) \neq V(G)$ do:
   - Choose an edge $e \in \delta_G(V(T))$ of minimum weight. Set $T := T + e$.

**Theorem 6.5.** *Prim’s Algorithm works correctly. Its running time is $O(n^2)$.*

**Proof:** The correctness follows from the fact that condition (c) of Theorem 6.2 is guaranteed.

To obtain the $O(n^2)$ running time, we maintain for each vertex $v \in V(G) \setminus V(T)$ the cheapest edge $e \in E(V(T), \{v\})$. Let us call these edges the candidates. The initialization of the candidates takes $O(m)$ time. Each selection of the cheapest edge among the candidates takes $O(n)$ time. The update of the candidates can be done by scanning the edges incident to the vertex which is added to $V(T)$ and thus also takes $O(n)$ time. Since the while-loop of 2 has $n - 1$ iterations, the $O(n^2)$ bound is proved.

The running time can be improved by efficient data structures. Denote $I_{T,v} := \min\{c(e) : e \in E(V(T), \{v\})\}$. We maintain the set \{(v, I_{T,v}) : v \in V(G) \setminus V(T), I_{T,v} < \infty\} in a data structure, called priority queue or heap, that allows inserting an element, finding and deleting an element $(v, I)$ with minimum $I$, and decreasing the so-called key $I$ of an element $(v, I)$. Then *Prim’s Algorithm* can be written as follows:

1. Choose $v \in V(G)$. Set $T := (\{v\}, \emptyset)$. Let $l_w := \infty$ for $w \in V(G) \setminus \{v\}$.

2. While $V(T) \neq V(G)$ do:
   - For $e = \{v, w\} \in E(\{v\}, V(G) \setminus V(T))$ do:
     - If $c(e) < l_w < \infty$ then set $l_w := c(e)$ and `decreasekey`(w, l_w).
     - If $l_w = \infty$ then set $l_w := c(e)$ and `insert`(w, l_w).
   - $(v, l_v) := \text{deletemin}$.
   - Let $e \in E(V(T), \{v\})$ with $c(e) = l_v$. Set $T := T + e$.

There are several possible ways to implement a heap. A very efficient way, the so-called Fibonacci heap, has been proposed by Fredman and Tarjan [1987]. Our presentation is based on Schrijver [2003].

**Theorem 6.6.** *It is possible to maintain a data structure for a finite set (initially empty), where each element $u$ is associated with a real number $d(u)$, called its key, and perform any sequence of*

- $p$ `insert`-operations (adding an element $u$ with key $d(u)$);
- $n$ `deletemin`-operations (finding and deleting an element $u$ with $d(u)$ minimum);
- $m$ `decreasekey`-operations (decreasing $d(u)$ to a specified value for an element $u$)

*in $O(m + p + n \log p)$ time.*
**Proof:** The set, denoted by $U$, is stored in a Fibonacci heap, i.e. a branching $(U, E)$ with a function $\varphi : U \to \{0, 1\}$ with the following properties:

(i) If $(u, v) \in E$ then $d(u) \leq d(v)$. (This is called the heap order.)

(ii) For each $u \in U$ the children of $u$ can be numbered $1, \ldots, |\delta^+(u)|$ such that the $i$-th child $v$ satisfies $|\delta^+(v)| + \varphi(v) \geq i - 1$.

(iii) If $u$ and $v$ are distinct roots ($\delta^-(u) = \delta^-(v) = \emptyset$), then $|\delta^+(u)| \neq |\delta^+(v)|$.

Condition (ii) implies:

(iv) If a vertex $u$ has out-degree at least $k$, then at least $\sqrt{2^k}$ vertices are reachable from $u$.

We prove (iv) by induction on $k$, the case $k = 0$ being trivial. So let $u$ be a vertex with $|\delta^+(u)| \geq k \geq 1$, and let $v$ be a child of $u$ with $|\delta^+(v)| \geq k - 2$ ($v$ exists due to (ii)). We apply the induction hypothesis to $v$ in $(U, E)$ and to $u$ in $(U, E \setminus \{(u, v)\})$ and conclude that at least $\sqrt{2^{k-2}}$ and $\sqrt{2^{k-1}}$ vertices are reachable. (iv) follows from observing that $\sqrt{2^k} \leq \sqrt{2^{k-2}} + \sqrt{2^{k-1}}$.

In particular, (iv) implies that $|\delta^+(u)| \leq 2 \log |U|$ for all $u \in U$. Thus, using (iii), we can store the roots of $(U, E)$ by a function $b : \{0, 1, \ldots, \lfloor 2 \log |U| \rfloor \} \to U$ with $b(\delta^+(u)) = u$ for each root $u$.

In addition to this, we keep track of a doubly-linked list of children (in arbitrary order), a pointer to the parent (if existent) and the out-degree of each vertex. We now show how the INSERT-, DELETEMIN- and DECREASEKEY-operations are implemented.

**INSERT**($v, d(v)$) is implemented by setting $\varphi(v) := 0$ and applying

**PLANT**(v):

1. Set $r := b(\delta^+(v))$.
   - If $r$ is a root with $r \neq v$ and $|\delta^+(r)| = |\delta^+(v)|$ then:
     - If $d(r) \leq d(v)$ then add $(r, v)$ to $E$ and **PLANT**(r).
     - If $d(v) < d(r)$ then add $(v, r)$ to $E$ and **PLANT**(v).
   - Else set $b(\delta^+(v)) := v$.

As $(U, E)$ is always a branching, the recursion terminates. Note also that (i), (ii) and (iii) are maintained.

**DELETEMIN** is implemented by scanning $b(i)$ for $i = 0, \ldots, \lfloor 2 \log |U| \rfloor$ in order to find an element $u$ with $d(u)$ minimum, deleting $u$ and its incident edges and successively applying **PLANT**(v) for each (former) child $v$ of $u$.

**DECREASEKEY**($v, (d(v))$ is a bit more complicated. Let $P$ be the longest path in $(U, E)$ ending in $v$ such that each internal vertex $u$ satisfies $\varphi(u) = 1$. We set $\varphi(u) := 1 - \varphi(u)$ for all $u \in V(P) \setminus \{v\}$, delete all edges of $P$ from $E$ and apply **PLANT**(z) for each deleted edge $(y, z)$.

To see that this maintains (ii) we only have to consider the parent of the start vertex $x$ of $P$, if existent. But then $x$ is not a root, and thus $\varphi(x)$ changes from 0 to 1, making up for the lost child.
We finally estimate the running time. As \( \varphi \) increases at most \( m \) times (at most once in each \textsc{decreasekey}), \( \varphi \) decreases at most \( m \) times. Thus the sum of the length of the paths \( P \) in all \textsc{decreasekey}-operations is at most \( m + m \). So at most \( 2m + 2n \log p \) edges are deleted overall (as each \textsc{deletemin}-operation may delete up to \( 2 \log p \) edges). Thus at most \( 2m + 2n \log p + p - 1 \) edges are inserted in total. This proves the overall \( O(m + p + n \log p) \) running time.

**Corollary 6.7.** Prim’s Algorithm implemented with Fibonacci heap solves the Minimum Spanning Tree Problem in \( O(m + n \log n) \) time.

**Proof:** We have at most \( n - 1 \) \textsc{insert}-, \( n - 1 \) \textsc{deletemin}-, and \( m \) \textsc{decreasekey}-operations.

With a more sophisticated implementation, the running time can be improved to \( O(m \log \beta(n, m)) \), where \( \beta(n, m) = \min \{ i : \log^{(i)} n \leq \frac{m}{n} \} \); see Fredman and Tarjan [1987], Gabow, Galil and Spencer [1989], and Gabow et al. [1986]. The fastest known deterministic algorithm is due to Chazelle [2000] and has a running time of \( O(m \alpha(m, n)) \), where \( \alpha \) is the functional inverse of Ackermann’s function.

On a different computational model Fredman and Willard [1994] achieved linear running time. Moreover, there is a randomized algorithm which finds a minimum weight spanning tree and has linear expected running time (Karger, Klein and Tarjan [1995]; such an algorithm which always finds an optimum solution is called a Las Vegas algorithm). This algorithm uses a (deterministic) procedure for testing whether a given spanning tree is optimum; a linear-time algorithm for this problem has been found by Dixon, Rauch and Tarjan [1992]; see also King [1995].

The Minimum Spanning Tree Problem for planar graphs can be solved (deterministically) in linear time (Cheriton and Tarjan [1976]). The problem of finding a minimum spanning tree for a set of \( n \) points in the plane can be solved in \( O(n \log n) \) time (Exercise 9). Prim’s Algorithm can be quite efficient for such instances since one can use suitable data structures for finding nearest neighbours in the plane effectively.

### 6.2 Minimum Weight Arborescences

Natural directed generalizations of the Maximum Weight Forest Problem and the Minimum Spanning Tree Problem read as follows:

**Maximum Weight Branching Problem**

**Instance:** A digraph \( G \), weights \( c : E(G) \to \mathbb{R} \).

**Task:** Find a maximum weight branching in \( G \).
MINIMUM WEIGHT ARBORESCENCE PROBLEM

Instance: A digraph $G$, weights $c : E(G) \to \mathbb{R}$.

Task: Find a minimum weight spanning arborescence in $G$ or decide that none exists.

Sometimes we want to specify the root in advance:

MINIMUM WEIGHT ROOTED ARBORESCENCE PROBLEM

Instance: A digraph $G$, a vertex $r \in V(G)$, weights $c : E(G) \to \mathbb{R}$.

Task: Find a minimum weight spanning arborescence rooted at $r$ in $G$ or decide that none exists.

As for the undirected case, these three problems are equivalent:

**Proposition 6.8.** The Maximum Weight Branching Problem, the Minimum Weight Arborescence Problem and the Minimum Weight Rooted Arborescence Problem are all equivalent.

**Proof:** Given an instance $(G, c)$ of the Minimum Weight Arborescence Problem, let $c'(e) := K - c(e)$ for all $e \in E(G)$, where $K = 2 \sum_{e \in E(G)} |c(e)|$. Then the instance $(G, c')$ of the Maximum Weight Branching Problem is equivalent, because for any two branchings $B, B'$ with $|E(B)| > |E(B')|$ we have $c'(B) > c'(B')$ (and branchings with $n - 1$ edges are exactly the spanning arborescences).

Given an instance $(G, c)$ of the Maximum Weight Branching Problem, let $G' := (V(G) \cup \{r\}, E(G) \cup \{(r, v) : v \in V(G)\})$. Let $c'(e) := -c(e)$ for $e \in E(G)$ and $c(e) := 0$ for $e \in E(G') \setminus E(G)$. Then the instance $(G', r, c')$ of the Minimum Weight Rooted Arborescence Problem is equivalent.

Finally, given an instance $(G, r, c)$ of the Minimum Weight Rooted Arborescence Problem, let $G' := (V(G) \cup \{s\}, E(G) \cup \{(s, r)\})$ and $c((s, r)) := 0$. Then the instance $(G', c)$ of the Minimum Weight Arborescence Problem is equivalent. □

In the rest of this section we shall deal with the Maximum Weight Branching Problem only. This problem is not as easy as its undirected version, the Maximum Weight Forest Problem. For example any maximal forest is maximum, but the bold edges in Figure 6.1 form a maximal branching which is not maximum.

![Fig. 6.1.](image-url)
Recall that a branching is a graph $B$ with $|\delta^-_B(x)| \leq 1$ for all $x \in V(B)$, such that the underlying undirected graph is a forest. Equivalently, a branching is an acyclic digraph $B$ with $|\delta^-_B(x)| \leq 1$ for all $x \in V(B)$; see Theorem 2.5(g):

**Proposition 6.9.** Let $B$ be a digraph with $|\delta^-_B(x)| \leq 1$ for all $x \in V(B)$. Then $B$ contains a circuit if and only if the underlying undirected graph contains a circuit.

Now let $G$ be a digraph and $c : E(G) \to \mathbb{R}_+$. We can ignore negative weights since such edges will never appear in an optimum branching. A first idea towards an algorithm could be to take the best entering edge for each vertex. Of course the resulting graph may contain circuits. Since a branching cannot contain circuits, we must delete at least one edge of each circuit. The following lemma says that one is enough.

**Lemma 6.10.** (Karp [1972]) Let $B_0$ be a maximum weight subgraph of $G$ with $|\delta^-_{B_0}(v)| \leq 1$ for all $v \in V(B_0)$. Then there exists an optimum branching $B$ of $G$ such that for each circuit $C$ in $B_0$, $|E(C) \setminus E(B)| = 1$.

---

**Proof:** Let $B$ be an optimum branching of $G$ containing as many edges of $B_0$ as possible. Let $C$ be some circuit in $B_0$. Let $E(C) \setminus E(B) = \{(a_1, b_1), \ldots, (a_k, b_k)\}$; suppose that $k \geq 2$ and $a_1, b_1, a_2, b_2, a_3, \ldots, b_k$ lie in this order on $C$ (see Figure 6.2).

We claim that $B$ contains a $b_i$-$b_{i-1}$-path for each $i = 1, \ldots, k$ ($b_0 := b_k$). This, however, is a contradiction because these paths form a closed edge progression in $B$, and a branching cannot have a closed edge progression.

Let $i \in \{1, \ldots, k\}$. It remains to show that $B$ contains a $b_i$-$b_{i-1}$-path. Consider $B'$ with $V(B') = V(G)$ and $E(B') := \{(x, y) \in E(B) : y \neq b_i\} \cup \{(a_i, b_i)\}$.

$B'$ cannot be a branching since it would be optimum and contain more edges of $B_0$ than $B$. So (by Proposition 6.9) $B'$ contains a circuit, i.e. $B$ contains a
$b_i$-$a_i$-path $P$. Since $k \geq 2$, $P$ is not completely on $C$, so let $e$ be the last edge of $P$ not belonging to $C$. Obviously $e = (x, b_{i-1})$ for some $x$, so $P$ (and thus $B$) contains a $b_i$-$b_{i-1}$-path. □

The main idea of Edmonds’ [1967] algorithm is to find first $B_0$ as above, and then contract every circuit of $B_0$ in $G$. If we choose the weights of the resulting graph $G_1$ correctly, any optimum branching in $G_1$ will correspond to an optimum branching in $G$.

**Edmonds’ Branching Algorithm**

**Input:** A digraph $G$, weights $c : E(G) \to \mathbb{R}_+$.

**Output:** A maximum weight branching $B$ of $G$.

1. Set $i := 0$, $G_0 := G$, and $c_0 := c$.
2. Let $B_i$ be a maximum weight subgraph of $G_i$ with $|\delta(B_i)_{ij}| \leq 1$ for all $v \in V(B_i)$.
3. If $B_i$ contains no circuit then set $B := B_i$ and go to 5.
4. Construct $(G_i+1, c_{i+1})$ from $(G_i, c_i)$ by doing the following for each circuit $C$ of $B_i$:
   - Contract $C$ to a single vertex $v_C$ in $G_{i+1}$
   - For each edge $e = (z, y) \in E(G_i)$ with $z \notin V(C)$, $y \in V(C)$ do:
     - Set $c_{i+1}(e') := c_i(e) - c_i(\alpha(e, C)) + c_i(e_C)$ and $\Phi(e') := e$,
     - where $e' := (z, v_C)$, $\alpha(e, C) = (x, y) \in E(C)$, and $e_C$ is some cheapest edge of $C$.
   - Set $i := i + 1$ and go to 2.
5. If $i = 0$ then stop.
6. For each circuit $C$ of $B_{i-1}$ do:
   - If there is an edge $e' = (z, v_C) \in E(B)$
     - then set $E(B) := (E(B) \setminus \{e'\}) \cup (E(C) \setminus \{\alpha(e', B)\})$
     - else set $E(B) := E(B) \cup (E(C) \setminus \{e_C\})$
   - Set $V(B) := V(G_{i-1})$, $i := i - 1$ and go to 5.

This algorithm was also discovered independently by Chu and Liu [1965] and Bock [1971].

**Theorem 6.11.** (Edmonds [1967]) Edmonds’ Branching Algorithm works correctly.

**Proof:** We show that each time just before the execution of 5, $B$ is an optimum branching of $G_i$. This is trivial for the first time we reach 5. So we have to show that 6 transforms an optimum branching $B$ of $G_i$ into an optimum branching $B'$ of $G_{i-1}$.

Let $B_{i-1}^*$ be any branching of $G_{i-1}$ such that $|E(C) \setminus E(B_{i-1}^*)| = 1$ for each circuit $C$ of $B_{i-1}$. Let $B_i^*$ result from $B_{i-1}^*$ by contracting the circuits of $B_{i-1}$. $B_i^*$
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is a branching of $G_i$. Furthermore we have
\[
c_{i-1}(B_{i-1}^*) = c_i(B_i^*) + \sum_{C: \text{ circuit of } B_{i-1}} (c_{i-1}(C) - c_{i-1}(e_C)).
\]

By the induction hypothesis, $B$ is an optimum branching of $G_i$, so we have $c_i(B) \geq c_i(B_i^*)$. We conclude that
\[
c_{i-1}(B_{i-1}^*) \leq c_i(B) + \sum_{C: \text{ circuit of } B_{i-1}} (c_{i-1}(C) - c_{i-1}(e_C)) = c_{i-1}(B').
\]

This, together with Lemma 6.10, implies that $B'$ is an optimum branching of $G_{i-1}$. 

This proof is due to Karp [1972]. Edmonds’ original proof was based on a linear programming formulation (see Corollary 6.14). The running time of Edmonds’ Branching Algorithm is easily seen to be $O(mn)$, where $m = |E(G)|$ and $n = |V(G)|$: there are at most $n$ iterations (i.e. $i \leq n$ at any stage of the algorithm), and each iteration can be implemented in $O(m)$ time.

The best known bound has been obtained by Gabow et al. [1986] using a Fibonacci heap: their branching algorithm runs in $O(m + n \log n)$ time.

6.3 Polyhedral Descriptions

A polyhedral description of the Minimum Spanning Tree Problem is as follows:

**Theorem 6.12.** (Edmonds [1970]) Given a connected undirected graph $G$, $n := |V(G)|$, the polytope $P :=$

\[
\left\{ x \in [0, 1]^{E(G)} : \sum_{e \in E(G)} x_e = n - 1, \sum_{e \in E(G[X])} x_e \leq |X| - 1 \text{ for } \emptyset \neq X \subset V(G) \right\}
\]

is integral. Its vertices are exactly the incidence vectors of spanning trees of $G$. ($P$ is called the spanning tree polytope of $G$.)

**Proof:** Let $T$ be a spanning tree of $G$, and let $x$ be the incidence vector of $E(T)$. Obviously (by Theorem 2.4), $x \in P$. Furthermore, since $x \in \{0, 1\}^{E(G)}$, it must be a vertex of $P$.

On the other hand let $x$ be an integral vertex of $P$. Then $x$ is the incidence vector of the edge set of some subgraph $H$ with $n - 1$ edges and no circuit. Again by Theorem 2.4 this implies that $H$ is a spanning tree.

So it suffices to show that $P$ is integral (recall Theorem 5.12). Let $c : E(G) \to \mathbb{R}$, and let $T$ be the tree produced by Kruskal’s Algorithm when applied to $(G, c)$ (ties are broken arbitrarily when sorting the edges). Denote
$E(T) = \{f_1, \ldots, f_{n-1}\}$, where the $f_i$ were taken in this order by the algorithm. In particular, $c(f_1) \leq \cdots \leq c(f_{n-1})$. Let $X_k \subseteq V(G)$ be the connected component of $(V(G), \{f_1, \ldots, f_k\})$ containing $f_k$ ($k = 1, \ldots, n - 1$).

Let $x^*$ be the incidence vector of $E(T)$. We show that $x^*$ is an optimum solution to the LP

\[
\min \sum_{e \in E(G)} c(e) x_e \\
\text{s.t.} \quad \sum_{e \in E(G)} x_e = n - 1 \\
\quad \sum_{e \in E(G[X])} x_e \leq |X| - 1 \quad (\emptyset \neq X \subset V(G)) \\
\quad x_e \geq 0 \quad (e \in E(G)).
\]

We introduce a dual variable $z_X$ for each $\emptyset \neq X \subset V(G)$ and one additional dual variable $z_{V(G)}$ for the equality constraint. Then the dual LP is

\[
\max - \sum_{\emptyset \neq X \subseteq V(G)} (|X| - 1) z_X \\
\text{s.t.} \quad - \sum_{e \subseteq X \subseteq V(G)} z_X \leq c(e) \quad (e \in E(G)) \\
\quad z_X \geq 0 \quad (\emptyset \neq X \subset V(G)).
\]

Note that the dual variable $z_{V(G)}$ is not forced to be nonnegative. For $k = 1, \ldots, n - 2$ let $z^*_{X_k} := c(f_l) - c(f_k)$, where $l$ is the first index greater than $k$ for which $f_l \cap X_k \neq \emptyset$. Let $z^*_{V(G)} := -c(f_{n-1})$, and let $z^*_{X} := 0$ for all $X \notin \{X_1, \ldots, X_{n-1}\}$.

For each $e = \{v, w\}$ we have that

\[
- \sum_{e \subseteq X \subseteq V(G)} z^*_X = c(f_i),
\]

where $i$ is the smallest index such that $v, w \in X_i$. Moreover $c(f_i) \leq c(e)$ since $v$ and $w$ are in different connected components of $(V(G), \{f_1, \ldots, f_{i-1}\})$. Hence $z^*$ is a feasible dual solution.

Moreover $x^*_e > 0$, i.e. $e \in E(T)$, implies

\[
- \sum_{e \subseteq X \subseteq V(G)} z^*_X = c(e),
\]

i.e. the corresponding dual constraint is satisfied with equality. Finally, $z^*_X > 0$ implies that $T[X]$ is connected, so the corresponding primal constraint is satisfied with equality. In other words, the primal and dual complementary slackness conditions are satisfied, thus (by Corollary 3.18) $x^*$ and $z^*$ are optimum solutions for the primal and dual LP, respectively. \hfill $\Box$
Indeed, we have proved that the inequality system in Theorem 6.12 is TDI. We remark that the above is also an alternative proof of the correctness of Kruskal’s Algorithm (Theorem 6.3). Another description of the spanning tree polytope is the subject of Exercise 13.

If we replace the constraint \( \sum_{e \in E(G)} x_e = n - 1 \) by \( \sum_{e \in E(G)} x_e \leq n - 1 \), we obtain the convex hull of the incidence vectors of all forests in \( G \) (Exercise 14). A generalization of these results is Edmonds’ characterization of the matroid polytope (Theorem 13.21).

We now turn to a polyhedral description of the Minimum Weight Rooted Arborescence Problem. First we prove a classical result of Fulkerson. Recall that an \( r \)-cut is a set of edges \( \delta^+(S) \) for some \( S \subset V(G) \) with \( r \in S \).

**Theorem 6.13.** (Fulkerson [1974]) Let \( G \) be a digraph with weights \( c : E(G) \to \mathbb{Z}_+ \), and \( r \in V(G) \) such that \( G \) contains a spanning arborescence rooted at \( r \). Then the minimum weight of a spanning arborescence rooted at \( r \) equals the maximum number \( t \) of \( r \)-cuts \( C_1, \ldots, C_t \) (repetitions allowed) such that no edge \( e \) is contained in more than \( c(e) \) of these cuts.

**Proof:** Let \( A \) be the matrix whose columns are indexed by the edges and whose rows are all incidence vectors of \( r \)-cuts. Consider the LP

\[
\min \{ cx : Ax \geq 1, \ x \geq 0 \},
\]

and its dual

\[
\max \{ 1y : yA \leq c, \ y \geq 0 \}.
\]

Then (by part (e) of Theorem 2.5) we have to show that for any nonnegative integral \( c \), both the primal and dual LP have integral optimum solutions. By Corollary 5.14 it suffices to show that the system \( Ax \geq 1, \ x \geq 0 \) is TDI. We use Lemma 5.22.

Since the dual LP is feasible if and only if \( c \) is nonnegative, let \( c : E(G) \to \mathbb{Z}_+ \). Let \( y \) be an optimum solution of \( \max \{ 1y : yA \leq c, \ y \geq 0 \} \) for which

\[
\sum_{Y \neq X \subseteq V(G) \setminus \{r\}} y_{\delta^-(X)} |X|^2
\]

is as large as possible. We claim that \( \mathcal{F} := \{ X : y_{\delta^-(X)} > 0 \} \) is laminar. To see this, suppose \( X, Y \in \mathcal{F} \) with \( X \cap Y \neq \emptyset, X \setminus Y \neq \emptyset \) and \( Y \setminus X \neq \emptyset \) (Figure 6.3). Let \( \epsilon := \min \{ y_{\delta^-(X)}, y_{\delta^-(Y)} \} \). Set \( y'_{\delta^-(X)} := y_{\delta^-(X)} - \epsilon, y'_{\delta^-(Y)} := y_{\delta^-(Y)} - \epsilon, y'_{\delta^-(X \cap Y)} := y_{\delta^-(X \cap Y)} + \epsilon, y'_{\delta^-(X \cup Y)} := y_{\delta^-(X \cup Y)} + \epsilon \), and \( y'(S) := y(S) \) for all other \( r \)-cuts \( S \). Observe that \( y'A \leq yA \), so \( y' \) is a feasible dual solution. Since \( 1y = 1y' \), it is also optimum and contradicts the choice of \( y \), because (6.1) is larger for \( y' \). (For any numbers \( a > b \geq c > d > 0 \) with \( a + d = b + c \) we have \( a^2 + d^2 > b^2 + c^2 \).

Now let \( A' \) be the submatrix of \( A \) consisting of the rows corresponding to the elements of \( \mathcal{F} \). \( A' \) is the one-way cut-incidence matrix of a laminar family (to be precise, we must consider the graph resulting from \( G \) by reversing each edge). So by Theorem 5.27 \( A' \) is totally unimodular, as required. \( \square \)
Corollary 6.14. (Edmonds [1967]) Let $G$ be a digraph with weights $c : E(G) \to \mathbb{R}_+$, and $r \in V(G)$ such that $G$ contains a spanning arborescence rooted at $r$. Then the LP

$$\min \left\{ cx : x \geq 0, \sum_{e \in \delta^+(X)} x_e \geq 1 \text{ for all } X \subset V(G) \text{ with } r \in X \right\}$$

has an integral optimum solution (which is the incidence vector of a minimum weight spanning arborescence rooted at $r$, plus possibly some edges of zero weight).

For a description of the convex hull of the incidence vectors of all branchings or spanning arborescences rooted at $r$, see Exercises 15 and 16.

6.4 Packing Spanning Trees and Arborescences

If we are looking for more than one spanning tree or arborescence, classical theorems of Tutte, Nash-Williams and Edmonds are of help. We first give a proof of Tutte’s Theorem on packing spanning trees which is essentially due to Mader (see Diestel [1997]) and which uses the following lemma:

**Lemma 6.15.** Let $G$ be an undirected graph, and let $F = (F_1, \ldots, F_k)$ be a $k$-tuple of edge-disjoint forests in $G$ such that $|E(F)|$ is maximum, where $E(F) := \bigcup_{i=1}^k E(F_i)$. Let $e \in E(G) \setminus E(F)$. Then there exists a set $X \subseteq V(G)$ with $e \subseteq X$ such that $F_i[X]$ is connected for each $i \in \{1, \ldots, k\}$.

**Proof:** For two $k$-tuples $F' = (F'_1, \ldots, F'_k)$ and $F'' = (F''_1, \ldots, F''_k)$ we say that $F''$ arises from $F'$ by exchanging $e'$ for $e''$ if $F''_i = (F'_i \setminus e') \cup e''$ for some $j$ and $F''_i = F'_i$ for all $i \neq j$. Let $\mathcal{F}$ be the set of all $k$-tuples of edge-disjoint forests arising from $F$ by a sequence of such exchanges. Let $\bar{E} := E(G) \setminus \bigcap_{F' \in \mathcal{F}} E(F')$ and $\bar{G} := (V(G), \bar{E})$. We have $F \in \mathcal{F}$ and thus $e \in \bar{E}$. Let $X$ be the vertex set
of the connected component of $\overline{G}$ containing $e$. We shall prove that $F_i[X]$ is connected for each $i$.

**Claim:** For any $F'=(F'_1,\ldots,F'_k) \in \mathcal{F}$ and any $\bar{e} = \{v,w\} \in E(\overline{G}[X]) \setminus E(F')$ there exists a $v$-$w$-path in $F'_i[X]$ for all $i \in \{1,\ldots,k\}$.

To prove this, let $i \in \{1,\ldots,k\}$ be fixed. Since $F' \in \mathcal{F}$ and $|E(F')| = |E(F)|$ is maximum, $F'_i + \bar{e}$ contains a circuit $C$. Now for all $e' \in E(C) \setminus \{\bar{e}\}$ we have $F'_e \in \mathcal{F}$, where $F'_e$ arises from $F'$ by exchanging $e'$ for $\bar{e}$. This shows that $E(C) \subseteq \overline{E}$, and so $C - \bar{e}$ is a $v$-$w$-path in $F'_i[X]$. This proves the claim.

Since $\overline{G}[X]$ is connected, it suffices to prove that for each $\bar{e} = \{v,w\} \in E(\overline{G}[X])$ and each $i$ there is a $v$-$w$-path in $F'_i[X]$.

So let $\bar{e} = \{v,w\} \in E(\overline{G}[X])$. Since $\bar{e} \in \overline{E}$, there is some $F' = (F'_1,\ldots,F'_k) \in \mathcal{F}$ with $\bar{e} \not\in E(F')$. By the claim there is a $v$-$w$-path in $F'_i[X]$ for each $i$.

Now there is a sequence $F = F^{(0)}, F^{(1)}, \ldots, F^{(s)} = F'$ of elements of $\mathcal{F}$ such that $F^{(r+1)}$ arises from $F^{(r)}$ by exchanging one edge ($r=0,\ldots,s-1$). It suffices to show that the existence of a $v$-$w$-path in $F^{(r+1)}_i[X]$ implies the existence of a $v$-$w$-path in $F^{(r)}_i[X]$ ($r=0,\ldots,s-1$).

To see this, suppose that $F^{(r+1)}_i[X]$ arises from $F^{(r)}_i[X]$ by exchanging $e_r$ for $e_{r+1}$, and let $P$ be the $v$-$w$-path in $F^{(r+1)}_i[X]$. If $P$ does not contain $e_{r+1} = \{x,y\}$, it is also a path in $F^{(r)}_i[X]$. Otherwise $e_{r+1} \in E(\overline{G}[X])$, and we consider the $x$-$y$-path $Q$ in $F^{(r)}_i[X]$ which exists by the claim. Since $(E(P) \setminus \{e_{r+1}\}) \cup Q$ contains a $v$-$w$-path in $F^{(r)}_i[X]$, the proof is complete.

Now we can prove Tutte’s theorem on disjoint spanning trees. A **multicut** in an undirected graph $G$ is a set of edges $\delta(X_1,\ldots,X_p) := \delta(X_1) \cup \cdots \cup \delta(X_p)$ for some partition $V(G) = X_1 \cup X_2 \cup \cdots \cup X_p$ of the vertex set into nonempty subsets. For $p=3$ we also speak of 3-cuts. Observe that cuts are multicuts with $p=2$.

**Theorem 6.16.** (Tutte [1961], Nash-Williams [1961]) An undirected graph $G$ contains $k$ edge-disjoint spanning trees if and only if

$$|\delta(X_1,\ldots,X_p)| \geq k(p-1)$$

for every multicut $\delta(X_1,\ldots,X_p)$.

**Proof:** To prove necessity, let $T_1,\ldots,T_k$ be edge-disjoint spanning trees in $G$, and let $\delta(X_1,\ldots,X_p)$ be a multicut. Contracting each of the vertex subsets $X_1,\ldots,X_p$ yields a graph $G'$ whose vertices are $X_1,\ldots,X_p$ and whose edges correspond to the edges of the multicut. $T_1,\ldots,T_k$ correspond to edge-disjoint connected subgraphs $T'_1,\ldots,T'_k$ in $G'$. Each of the $T'_1,\ldots,T'_k$ has at least $p-1$ edges, so $G'$ (and thus the multicut) has at least $k(p-1)$ edges.

To prove sufficiency we use induction on $|V(G)|$. For $n := |V(G)| \leq 2$ the statement is true. Now assume $n > 2$, and suppose that $|\delta(X_1,\ldots,X_p)| \geq k(p-1)$ for every multicut $\delta(X_1,\ldots,X_p)$. In particular (consider the partition into singletons) $G$ has at least $k(n-1)$ edges. Moreover, the condition is preserved
when contracting vertex sets, so by the induction hypothesis $G/X$ contains $k$ edge-disjoint spanning trees for each $X \subset V(G)$ with $|X| \geq 2$.

Let $F = (F_1, \ldots, F_k)$ be a $k$-tuple of edge-disjoint forests in $G$ such that $|E(F)| = \left| \bigcup_{i=1}^{k} E(F_i) \right|$ is maximum. We claim that each $F_i$ is a spanning tree. Otherwise $E(F) < k(n-1)$, so there is an edge $e \in E(G) \setminus E(F)$. By Lemma 6.15 there is an $X \subseteq V(G)$ with $e \subseteq X$ such that $F_i[X]$ is connected for each $i$. Since $|X| \geq 2$, $G/X$ contains $k$ edge-disjoint spanning trees $F'_1, \ldots, F'_k$. Now $F'_i$ together with $F_i[X]$ forms a spanning tree in $G$ for each $i$, and all these $k$ spanning trees are edge-disjoint.

We now turn to the corresponding problem in digraphs, packing spanning arborescences:

**Theorem 6.17.** (Edmonds [1973]) Let $G$ be a digraph and $r \in V(G)$. Then the maximum number of edge-disjoint spanning arborescences rooted at $r$ equals the minimum cardinality of an $r$-cut.

**Proof:** Let $k$ be the minimum cardinality of an $r$-cut. Obviously there are at most $k$ edge-disjoint spanning arborescences. We prove the existence of $k$ edge-disjoint spanning arborescences by induction on $k$. The case $k = 0$ is trivial.

If we can find one spanning arborescence $A$ rooted at $r$ such that
\[
\min_{r \in S \subseteq V(G)} \left| \delta_G^+(S) \setminus E(A) \right| \geq k - 1,
\] (6.2)
then we are done by induction. Suppose we have already found some arborescence $A$ rooted at $r$ (but not necessarily spanning) such that (6.2) holds. Let $R \subseteq V(G)$ be the set of vertices covered by $A$. Initially, $R = \{r\}$; if $R = V(G)$, we are done.

If $R \neq V(G)$, we call a set $X \subseteq V(G)$ critical if
(a) $r \in X$;
(b) $X \cup R \neq V(G)$;
(c) $|\delta_G^+(X) \setminus E(A)| = k - 1$.

If there is no critical vertex set, we can augment $A$ by any edge leaving $R$. Otherwise let $X$ be a maximal critical set, and let $e = (x, y)$ be an edge such that
x ∈ R \ X and y ∈ V(G) \ (R ∪ X) (see Figure 6.4). Such an edge must exist because

\[ |δ^+_G−E(A)(R ∪ X)| = |δ^+_G(R ∪ X)| \geq k > k - 1 = |δ^+_G−E(A)(X)|. \]

We now add e to A. Obviously A + e is an arborescence rooted at r. We have to show that (6.2) continues to hold.

Suppose there is some Y such that r ∈ Y ⊂ V(G) and |δ^+_G(Y) \ E(A + e)| < k - 1. Then x ∈ Y, y /∈ Y, and |δ^+_G(Y) \ E(A)| = k - 1. Now Lemma 2.1(a) implies

\[ k - 1 + k - 1 = |δ^+_G−E(A)(X)| + |δ^+_G−E(A)(Y)| \geq |δ^+_G−E(A)(X ∪ Y)| + |δ^+_G−E(A)(X ∩ Y)| \geq k - 1 + k - 1, \]

because r ∈ X ∩ Y and y ∈ V(G) \ (X ∪ Y). So equality must hold throughout, in particular |δ^+_G−E(A)(X ∪ Y)| = k - 1. Since y ∈ V(G) \ (X ∪ Y ∪ R) we conclude that X ∪ Y is critical. But since x ∈ Y \ X, this contradicts the maximality of X.

This proof is due to Lovász [1976]. A generalization of Theorems 6.16 and 6.17 was found by Frank [1978]. A good characterization of the problem of packing spanning arborescences with arbitrary roots is given by the following theorem, which we cite without proof:

**Theorem 6.18.** (Frank [1979]) A digraph G contains k edge-disjoint spanning arborescences if and only if

\[ \sum_{i=1}^{p} |δ^−(X_i)| \geq k(p - 1) \]

for every collection of pairwise disjoint nonempty subsets X_1, ..., X_p ⊆ V(G).

Another question is how many forests are needed to cover a graph. This is answered by the following theorem:

**Theorem 6.19.** (Nash-Williams [1964]) The edge set of an undirected graph G is the union of k forests if and only if |E(G[X])| ≤ k(|X| - 1) for all ∅ ≠ X ⊆ V(G).

**Proof:** The necessity is clear since no forest can contain more than |X| - 1 edges within a vertex set X. To prove the sufficiency, assume that |E(G[X])| ≤ k(|X| - 1) for all ∅ ≠ X ⊆ V(G), and let F = (F_1, ..., F_k) be a k-tuple of disjoint forests in G such that |E(F)| = \[ \bigcup_{i=1}^{k} E(F_i) \] is maximum. We claim that E(F) = E(G). To see this, suppose there is an edge e ∈ E(G) \ E(F). By Lemma 6.15 there exists a set X ⊆ V(G) with e ⊆ X such that F_i[X] is connected for each i. In particular,
\[ |E(G[X])| \geq \left| \{e\} \cup \bigcup_{i=1}^{k} E(F_i[X]) \right| \geq 1 + k(|X| - 1), \]

contradicting the assumption. \(\square\)

Exercise 21 gives a directed version. A generalization of Theorems 6.16 and 6.19 to matroids can be found in Exercise 18 of Chapter 13.

Exercises

1. Prove Cayley’s theorem, stating that \(K_n\) has \(n^{n-2}\) spanning trees, by showing that the following defines a one-to-one correspondence between the spanning trees in \(K_n\) and the vectors in \([1, \ldots, n]^{n-2}\): For a tree \(T\) with \(V(T) = \{1, \ldots, n\}\), let \(v\) be the leaf with the smallest index and let \(a_1\) be the neighbour of \(v\). We recursively define \(a(T) := (a_1, \ldots, a_{n-2})\), where \((a_2, \ldots, a_{n-2}) = a(T - v)\). (Cayley [1889], Pr"ufer [1918])

2. Let \((V, T_1)\) and \((V, T_2)\) be two trees on the same vertex set \(V\). Prove that for any edge \(e \in T_1\) there is an edge \(f \in T_2\) such that both \((V, (T_1 \setminus \{e\}) \cup \{f\})\) and \((V, (T_2 \setminus \{f\}) \cup \{e\})\) are trees.

3. Given an undirected graph \(G\) with weights \(c : E(G) \to \mathbb{R}\) and a vertex \(v \in V(G)\), we ask for a minimum weight spanning tree in \(G\) where \(v\) is not a leaf. Can you solve this problem in polynomial time?

4. We want to determine the set of edges \(e\) in an undirected graph \(G\) with weights \(c : E(G) \to \mathbb{R}\) for which there exists a minimum weight spanning tree in \(G\) containing \(e\) (in other words, we are looking for the union of all minimum weight spanning trees in \(G\)). Show how this problem can be solved in \(O(mn)\) time.

5. Given an undirected graph \(G\) with arbitrary weights \(c : E(G) \to \mathbb{R}\), we ask for a minimum weight connected spanning subgraph. Can you solve this problem efficiently?

6. Consider the following algorithm (sometimes called Worst-Out-Greedy Algorithm, see Section 13.4). Examine the edges in order of non-increasing weights. Delete an edge unless it is a bridge. Does this algorithm solve the Minimum Spanning Tree Problem?

7. Consider the following “colouring” algorithm. Initially all edges are uncoloured. Then apply the following rules in arbitrary order until all edges are coloured:
   
   - Blue rule: Select a cut containing no blue edge. Among the uncoloured edges in the cut, select one of minimum cost and colour it blue.
   - Red rule: Select a circuit containing no red edge. Among the uncoloured edges in the circuit, select one of maximum cost and colour it red.

   Show that one of the rules is always applicable as long as there are uncoloured edges left. Moreover, show that the algorithm maintains the “colour invariant”:
there always exists an optimum spanning tree containing all blue edges but no red edge. (So the algorithm solves the Minimum Spanning Tree Problem optimally.) Observe that Kruskal’s Algorithm and Prim’s Algorithm are special cases. (Tarjan [1983])

8. Suppose we wish to find a spanning tree $T$ in an undirected graph such that the maximum weight of an edge in $T$ is as small as possible. How can this be done?

9. For a finite set $V \subseteq \mathbb{R}^2$, the Voronoï diagram consists of the regions

$$P_v := \left\{ x \in \mathbb{R}^2 : ||x - v||_2 = \min_{w \in V} ||x - w||_2 \right\}$$

for $v \in V$. The Delaunay triangulation of $V$ is the graph

$$(V, \{\{v, w\} \subseteq V, v \neq w, |P_v \cap P_w| > 1\}).$$

A minimum spanning tree for $V$ is a tree $T$ with $V(T) = V$ whose length $\sum_{(v, w) \in E(T)} ||v - w||_2$ is minimum. Prove that every minimum spanning tree is a subgraph of the Delaunay triangulation.

Note: Using the fact that the Delaunay triangulation can be computed in $O(n \log n)$ time (where $n = |V|$; see e.g. Fortune [1987], Knuth [1992]), this implies an $O(n \log n)$ algorithm for the Minimum Spanning Tree Problem for point sets in the plane.

(Shamos and Hoey [1975]); see also (Zhou, Shenoy and Nicholls [2002])

10. Can you decide in linear time whether a graph contains a spanning arborescence?

Hint: To find a possible root, start at an arbitrary vertex and traverse edges backwards as long as possible. When encountering a circuit, contract it.

11. The Minimum Weight Rooted Arborescence Problem can be reduced to the Maximum Weight Branching Problem by Proposition 6.8. However, it can also be solved directly by a modified version of Edmonds’ Branching Algorithm. Show how.

![Fig. 6.5.](image-url)
12. Prove that the spanning tree polytope of an undirected graph $G$ (see Theorem 6.12) with $n := |V(G)|$ is in general a proper subset of the polytope

$$\left\{ x \in [0, 1]^{E(G)} : \sum_{e \in E(G)} x_e = n - 1, \sum_{e \in \delta(X)} x_e \geq 1 \text{ for } \emptyset \subset X \subset V(G) \right\}.$$ 

*Hint:* To prove that this polytope is not integral, consider the graph shown in Figure 6.5 (the numbers are edge weights). (Magnanti and Wolsey [1995])

13. In Exercise 12 we saw that cut constraints do not suffice to describe the spanning tree polytope. However, if we consider multicuts instead, we obtain a complete description: Prove that the spanning tree polytope of an undirected graph $G$ with $n := |V(G)|$ consists of all vectors $x \in [0, 1]^{E(G)}$ with

$$\sum_{e \in E(G)} x_e = n - 1 \text{ and } \sum_{e \in C} x_e \geq k - 1 \text{ for all multicuts } C = \delta(X_1, \ldots, X_k).$$

(Magnanti and Wolsey [1995])

14. Prove that the convex hull of the incidence vectors of all forests in an undirected graph $G$ is the polytope

$$P := \left\{ x \in [0, 1]^{E(G)} : \sum_{e \in E(G[X])} x_e \leq |X| - 1 \text{ for } \emptyset \neq X \subset V(G) \right\}.$$ 

*Note:* This statement implies Theorem 6.12 since $\sum_{e \in E(G[X])} x_e = |V(G)| - 1$ is a supporting hyperplane. Moreover, it is a special case of Theorem 13.21.

15. Prove that the convex hull of the incidence vectors of all branchings in a digraph $G$ is the set of all vectors $x \in [0, 1]^{E(G)}$ with

$$\sum_{e \in E(G[X])} x_e \leq |X| - 1 \text{ for } \emptyset \neq X \subset V(G) \text{ and } \sum_{e \in \delta^-(v)} x_e \leq 1 \text{ for } v \in V(G).$$

*Note:* This is a special case of Theorem 14.13.

16. Let $G$ be a digraph and $r \in V(G)$. Prove that the polytopes

$$\left\{ x \in [0, 1]^{E(G)} : x_e = 0 \text{ (} e \in \delta^-(r) \text{)}, \sum_{e \in \delta^-(v)} x_e = 1 \text{ (} v \in V(G) \setminus \{r\} \text{)}, \sum_{e \in E(G[X])} x_e \leq |X| - 1 \text{ for } \emptyset \neq X \subset V(G) \right\}$$

and
\[
\left\{ x \in [0, 1]^{E(G)} : \begin{array}{c}
x_e = 0 \ (e \in \delta^-(r)), \\
\sum_{e \in \delta^-(v)} x_e = 1 \ (v \in V(G) \setminus \{r\}), \\
\sum_{e \in \delta^+(X)} x_e \geq 1 \text{ for } r \in X \subset V(G) \end{array} \right\}
\]

are both equal to the convex hull of the incidence vectors of all spanning arborescences rooted at \( r \).

17. Let \( G \) be a digraph and \( r \in V(G) \). Prove that \( G \) is the disjoint union of \( k \) spanning arborescences rooted at \( r \) if and only if the underlying undirected graph is the disjoint union of \( k \) spanning trees and \( |\delta^-(x)| = k \) for all \( x \in V(G) \setminus \{r\} \).

(Edmonds)

18. Let \( G \) be a digraph and \( r \in V(G) \). Suppose that \( G \) contains \( k \) edge-disjoint paths from \( r \) to every other vertex, but removing any edge destroys this property. Prove that every vertex of \( G \) except \( r \) has exactly \( k \) entering edges.

*Hint:* Use Theorem 6.17.


*Hint:* If a vertex \( v \) has more than \( k \) entering edges, take \( k \) edge-disjoint \( r-v \)-paths. Show that an edge entering \( v \) that is not used by these paths can be deleted.

20. Give a polynomial-time algorithm for finding a maximum set of edge-disjoint spanning arborescences (rooted at \( r \)) in a digraph \( G \).

*Note:* The most efficient algorithm is due to Gabow [1995]; see also (Gabow and Manu [1998]).

21. Prove that the edges of a digraph \( G \) can be covered by \( k \) branchings if and only if the following two conditions hold:
   (a) \( |\delta^-(v)| \leq k \) for all \( v \in V(G) \);
   (b) \( |E(G[X])| \leq k(|X| - 1) \) for all \( X \subseteq V(G) \).

*Hint:* Use Theorem 6.17.

(Frank [1979])
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7. Shortest Paths

One of the best known combinatorial optimization problems is to find a shortest path between two specified vertices of a digraph:

**Shortest Path Problem**

*Instance:* A digraph $G$, weights $c : E(G) \rightarrow \mathbb{R}$ and two vertices $s, t \in V(G)$.

*Task:* Find a shortest $s$-$t$-path $P$, i.e. one of minimum weight $c(E(P))$, or decide that $t$ is not reachable from $s$.

Obviously this problem has many practical applications. Like the Minimum Spanning Tree Problem it also often appears as a subproblem when dealing with more difficult combinatorial optimization problems.

In fact, the problem is not easy to solve if we allow arbitrary weights. For example, if all weights are $-1$ then the $s$-$t$-paths of weight $1 - |V(G)|$ are precisely the Hamiltonian $s$-$t$-paths. Deciding whether such a path exists is a difficult problem (see Exercise 14(b) of Chapter 15).

The problem becomes much easier if we restrict ourselves to nonnegative weights or at least exclude negative circuits:

**Definition 7.1.** Let $G$ be a (directed or undirected) graph with weights $c : E(G) \rightarrow \mathbb{R}$. $c$ is called conservative if there is no circuit of negative total weight.

We shall present algorithms for the Shortest Path Problem in Section 7.1. The first one allows nonnegative weights only while the second algorithm can deal with arbitrary conservative weights.

The algorithms of Section 7.1 in fact compute a shortest $s$-$v$-path for all $v \in V(G)$ without using significantly more running time. Sometimes one is interested in the distance for every pair of vertices; Section 7.2 shows how to deal with this problem.

Since negative circuits cause problems we also show how to detect them. If none exists, a circuit of minimum total weight can be computed quite easily. Another interesting problem asks for a circuit whose mean weight is minimum. As we shall see in Section 7.3 this problem can also be solved efficiently by similar techniques.

Finding shortest paths in undirected graphs is more difficult unless the edge weights are nonnegative. Undirected edges of nonnegative weights can be replaced
equivalently by a pair of oppositely directed edges of the same weight; this reduces the undirected problem to a directed one. However, this construction does not work for edges of negative weight since it would introduce negative circuits. We shall return to the problem of finding shortest paths in undirected graphs with conservative weights in Section 12.2 (Corollary 12.12).

Henceforth we work with a digraph $G$. Without loss of generality we may assume that $G$ is connected and simple; among parallel edges we have to consider only the one with least weight.

### 7.1 Shortest Paths From One Source

All shortest path algorithms we present are based on the following observation, sometimes called Bellman’s principle of optimality, which is indeed the core of dynamic programming:

**Proposition 7.2.** Let $G$ be a digraph with conservative weights $c : E(G) \to \mathbb{R}$, let $k \in \mathbb{N}$, and let $s$ and $w$ be two vertices. Let $P$ be a shortest one among all $s$-$w$-paths with at most $k$ edges, and let $e = (v, w)$ be its final edge. Then $P_{[e,v]}$ (i.e. $P$ without the edge $e$) is a shortest one among all $s$-$v$-paths with at most $k-1$ edges.

**Proof:** Suppose $Q$ is a shorter $s$-$v$-path than $P_{[e,v]}$, and $|E(Q)| \leq k - 1$. Then $c(E(Q)) + c(e) < c(E(P))$. If $Q$ does not contain $w$, then $Q + e$ is a shorter $s$-$w$-path than $P$, otherwise $Q_{[w,len]}$ has length $c(E(Q_{[w,len]})) = c(E(Q)) + c(e) - c(E(Q_{[w,len]})) < c(E(P)) - c(E(Q_{[w,len]})) \leq c(E(P))$, because $Q_{[w,len]} + e$ is a circuit and $c$ is conservative. In both cases we have a contradiction to the assumption that $P$ is a shortest $s$-$w$-path with at most $k$ edges.

The same result holds for undirected graphs with nonnegative weights and also for acyclic digraphs with arbitrary weights. It yields the recursion formulas $\dist(s, s) = 0$ and $\dist(s, w) = \min\{\dist(s, v) + c((v, w)) : (v, w) \in E(G)\}$ for $w \in V(G) \setminus \{s\}$ which immediately solve the Shortest Path Problem for acyclic digraphs (Exercise 6).

Proposition 7.2 is also the reason why most algorithms compute the shortest paths from $s$ to all other vertices. If one computes a shortest $s$-$t$-path $P$, one has already computed a shortest $s$-$v$-path for each vertex $v$ on $P$. Since we cannot know in advance which vertices belong to $P$, it is only natural to compute shortest $s$-$v$-paths for all $v$. We can store these $s$-$v$-paths very efficiently by just storing the final edge of each path.

We first consider nonnegative edge weights, i.e. $c : E(G) \to \mathbb{R}_+$. The Shortest Path Problem can be solved by BFS if all weights are 1 (Proposition 2.18). For weights $c : E(G) \to \mathbb{N}$ one could replace an edge $e$ by a path of length $c(e)$ and again use BFS. However, this might introduce an exponential number of edges; recall that the input size is $\Theta(n \log m + m \log n + \sum_{e \in E(G)} \log c(e))$, where $n = |V(G)|$ and $m = |E(G)|$. 

A much better idea is to use the following algorithm, due to Dijkstra [1959]. It is quite similar to Prim’s Algorithm for the Minimum Spanning Tree Problem (Section 6.1).

**Dijkstra’s Algorithm**

| **Input:** | A digraph $G$, weights $c : E(G) \rightarrow \mathbb{R}_+$ and a vertex $s \in V(G)$. |
| **Output:** | Shortest paths from $s$ to all $v \in V(G)$ and their lengths. |

More precisely, we get the outputs $l(v)$ and $p(v)$ for all $v \in V(G)$. $l(v)$ is the length of a shortest $s$-$v$-path, which consists of a shortest $s$-$p(v)$-path together with the edge $(p(v), v)$. If $v$ is not reachable from $s$, then $l(v) = \infty$ and $p(v)$ is undefined.

1. Set $l(s) := 0$. Set $l(v) := \infty$ for all $v \in V(G) \setminus \{s\}$.
2. Set $R := \emptyset$.
3. Find a vertex $v \in V(G) \setminus R$ such that $l(v) = \min_{w \in V(G) \setminus R} l(w)$.
4. For all $w \in V(G) \setminus R$ such that $(v, w) \in E(G)$ do:
   - If $l(w) > l(v) + c((v, w))$ then
     set $l(w) := l(v) + c((v, w))$ and $p(w) := v$.
5. If $R \neq V(G)$ then go to 2.

**Theorem 7.3.** (Dijkstra [1959]) **Dijkstra’s Algorithm works correctly.**

**Proof:** We prove that the following statements hold at any stage of the algorithm:

(a) For each $v \in V(G) \setminus \{s\}$ with $l(v) < \infty$ we have $p(v) \in R$, $l(p(v)) + c((p(v), v)) = l(v)$, and the sequence $v, p(v), p(p(v)), \ldots$ contains $s$.

(b) For all $v \in R$: $l(v) = \text{dist}_{(G,c)}(s, v)$.

The statements trivially hold after 1. $l(w)$ is decreased to $l(v) + c((v, w))$ and $p(w)$ is set to $v$ in 4 only if $v \in R$ and $w \notin R$. As the sequence $v, p(v), p(p(v)), \ldots$ contains $s$ but no vertex outside $R$, in particular not $w$, (a) is preserved by 4.

(b) is trivial for $v = s$. Suppose that $v \in V(G) \setminus \{s\}$ is added to $R$ in 3, and there is an $s$-$v$-path $P$ in $G$ that is shorter than $l(v)$. Let $y$ be the first vertex on $P$ that belongs to $(V(G) \setminus R) \cup \{v\}$, and let $x$ be the predecessor of $y$ on $P$. Since $x \in R$, we have by 4 and the induction hypothesis:

$$l(y) \leq l(x) + c((x, y)) = \text{dist}_{(G,c)}(s, x) + c((x, y)) \leq c(E(P_{[s,y]})) \leq c(E(P)) < l(v),$$

contradicting the choice of $v$ in 2. \qed

The running time is obviously $O(n^2)$. Using a Fibonacci heap we can do better:
Theorem 7.4. (Fredman and Tarjan [1987]) Dijkstra’s Algorithm implemented with a Fibonacci heap runs in $O(m + n \log n)$ time, where $n = |V(G)|$ and $m = |E(G)|$.

Proof: We apply Theorem 6.6 to maintain the set $\{(v, l(v)) : v \in V(G) \setminus R, l(v) < \infty\}$. Then 2 and 3 are one delete-min-operation, while the update of $l(w)$ in 4 is an insert-operation if $l(w)$ was infinite and a decreasekey-operation otherwise.

This is the best known strongly polynomial running time for the Shortest Path Problem with nonnegative weights. (On different computational models, Fredman and Willard [1994], Thorup [2000] and Raman [1997] achieved slightly better running times.)

If the weights are integers within a fixed range there is a simple linear-time algorithm (Exercise 2). In general, running times of $O(m \log \log c_{\text{max}})$ (Johnson [1982]) and $O(m + n \sqrt{\log c_{\text{max}}})$ (Ahuja et al. [1990]) are possible for weights $c : E(G) \to \{0, \ldots, c_{\text{max}}\}$. This has been improved by Thorup [2003] to $O(m + n \log \log c_{\text{max}})$ and $O(m + n \log \log n)$, but even the latter bound applies to integral edge weights only, and the algorithm is not strongly polynomial.

For planar digraphs there is a linear-time algorithm due to Henzinger et al. [1997]. Finally we mention that Thorup [1999] found a linear-time algorithm for finding a shortest path in an undirected graph with nonnegative integral weights. See also Pettie and Ramachandran [2002]; this paper also contains more references.

We now turn to an algorithm for general conservative weights:

<table>
<thead>
<tr>
<th>MOORE-BELLMAN-FORD ALGORITHM</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Input:</strong></td>
</tr>
<tr>
<td><strong>Output:</strong></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
</tbody>
</table>

1. Set $l(s) := 0$ and $l(v) := \infty$ for all $v \in V(G) \setminus \{s\}$.

2. For $i := 1$ to $n - 1$ do:
   - For each edge $(v, w) \in E(G)$ do:
     - If $l(w) > l(v) + c((v, w))$ then
       - set $l(w) := l(v) + c((v, w))$ and $p(w) := v$.

Theorem 7.5. (Moore [1959], Bellman [1958], Ford [1956]) The Moore-Bellman-Ford Algorithm works correctly. Its running time is $O(nm)$.

Proof: The $O(nm)$ running time is obvious. At any stage of the algorithm let $R := \{v \in V(G) : l(v) < \infty\}$ and $F := \{(x, y) \in E(G) : x = p(y)\}$. We claim:
(a) \(l(y) \geq l(x) + c((x, y))\) for all \((x, y) \in F\);
(b) If \(F\) contains a circuit \(C\), then \(C\) has negative total weight;
(c) If \(c\) is conservative, then \((R, F)\) is an arborescence rooted at \(s\).

To prove (a), observe that \(l(y) = l(x) + c((x, y))\) when \(p(y)\) is set to \(x\) and \(l(x)\) is never increased.

To prove (b), suppose at some stage a circuit \(C\) in \(F\) was created by setting \(p(y) := x\). Then before the insertion we had \(l(y) > l(x) + c((x, y))\) as well as \(l(w) \geq l(v) + c((v, w))\) for all \((v, w) \in E(C) \setminus [(x, y)]\) (by (a)). Summing these inequalities (the \(l\)-values cancel), we see that the total weight of \(C\) is negative.

Since \(c\) is conservative, (b) implies that \(F\) is acyclic. Moreover, \(x \in R \setminus \{s\}\) implies \(p(x) \in R\), so \((R, F)\) is an arborescence rooted at \(s\).

Therefore \(l(x)\) is at least the length of the \(s\)-\(x\)-path in \((R, F)\) for any \(x \in R\) (at any stage of the algorithm).

We claim that after \(k\) iterations of the algorithm, \(l(x)\) is at most the length of a shortest \(s\)-\(x\)-path with at most \(k\) edges. This statement is easily proved by induction: Let \(P\) be a shortest \(s\)-\(x\)-path with at most \(k\) edges and let \((w, x)\) be the last edge of \(P\). Then, by Proposition 7.2, \(P_{[s, w]}\) must be a shortest \(s\)-\(w\)-path with at most \(k - 1\) edges, and by the induction hypothesis we have \(l(w) \leq c(E(P_{[s,w]}))\) after \(k - 1\) iterations. But in the \(k\)-th iteration edge \((w, x)\) is also examined, after which \(l(x) \leq l(w) + c((w, x)) \leq c(E(P))\).

Since no path has more than \(n - 1\) edges, the above claim implies the correctness of the algorithm. \(\square\)

This algorithm is still the fastest known strongly polynomial-time algorithm for the Shortest Path Problem (with conservative weights). A scaling algorithm due to Goldberg [1995] has a running time of \(O(\sqrt{n}m \log(c_{\min} + 2))\) if the edge weights are integral and at least \(c_{\min}\). For planar graphs, Fakcharoenphol and Rao [2001] described an \(O(n \log^3 n)\)-algorithm.

If \(G\) contains negative circuits, no polynomial-time algorithm is known (the problem becomes \(NP\)-hard; see Exercise 14(b) of Chapter 15). The main difficulty is that Proposition 7.2 does not hold for general weights. It is not clear how to construct a path instead of an arbitrary edge progression. If there are no negative circuits, any shortest edge progression is a path, plus possibly some circuits of zero weight that can be deleted. In view of this it is also an important question how to detect negative circuits. The following concept due to Edmonds and Karp [1972] is useful:

**Definition 7.6.** Let \(G\) be a digraph with weights \(c : E(G) \to \mathbb{R}\), and let \(\pi : V(G) \to \mathbb{R}\). Then for any \((x, y) \in E(G)\) we define the **reduced cost** of \((x, y)\) with respect to \(\pi\) by \(c_\pi((x, y)) := c((x, y)) + \pi(x) - \pi(y)\). If \(c_\pi(e) \geq 0\) for all \(e \in E(G)\), \(\pi\) is called a **feasible potential**.

**Theorem 7.7.** Let \(G\) be a digraph with weights \(c : E(G) \to \mathbb{R}\). There exists a feasible potential of \((G, c)\) if and only if \(c\) is conservative.

**Proof:** If \(\pi\) is a feasible potential, we have for each circuit \(C\):
\[ 0 \leq \sum_{e \in E(C)} c_{\pi}(e) = \sum_{e=(x,y) \in E(C)} (c(e) + \pi(x) - \pi(y)) = \sum_{e \in E(C)} c(e) \]

(the potentials cancel). So \( c \) is conservative.

On the other hand, if \( c \) is conservative, we add a new vertex \( s \) and edges \((s,v)\) of zero cost for all \( v \in V(G) \). We run the Moore-Bellman-Ford Algorithm on this instance and obtain numbers \( l(v) \) for all \( v \in V(G) \). Since \( l(v) \) is the length of a shortest \( s \)-\( v \)-path for all \( v \in V(G) \), we have \( l(w) \leq l(v) + c((v, w)) \) for all \((v, w) \in E(G)\). Hence \( l \) is a feasible potential.

This can be regarded as a special form of LP duality; see Exercise 8.

**Corollary 7.8.** Given a digraph \( G \) with weights \( c : E(G) \to \mathbb{R} \) we can find in \( O(nm) \) time either a feasible potential or a negative circuit.

**Proof:** As above, we add a new vertex \( s \) and edges \((s,v)\) of zero cost for all \( v \in V(G) \). We run a modified version of the Moore-Bellman-Ford Algorithm on this instance: Regardless of whether \( c \) is conservative or not, we run 1⃝ and 2⃝ as above. We obtain numbers \( l(v) \) for all \( v \in V(G) \). If \( l \) is a feasible potential, we are done.

Otherwise let \((v, w)\) be any edge with \( l(w) > l(v) + c((v, w)) \). We claim that the sequence \( w, v, p(v), p(p(v)), \ldots \) contains a circuit. To see this, observe that \( l(v) \) must have been changed in the final iteration of 2⃝. Hence \( l(p(v)) \) has been changed during the last two iterations, \( l(p(p(v))) \) has been changed during the last three iterations, and so on. Since \( l(s) \) never changes, the first \(|V(G)|\) places of the sequence \( w, v, p(v), p(p(v)), \ldots \) do not contain \( s \), so a vertex must appear twice in the sequence.

Thus we have found a circuit \( C \) in \( F := \{(x, y) \in E(G) : x = p(y)\}\). By (a) and (b) of the proof of Theorem 7.5, \( C \) has negative total weight. □

In practice there are more efficient methods to detect negative circuits; see Cherkassky and Goldberg [1999].

### 7.2 Shortest Paths Between All Pairs of Vertices

Suppose we now want to find a shortest \( s\)-\( t \)-path for all ordered pairs of vertices \((s, t)\) in a digraph:

<table>
<thead>
<tr>
<th>All Pairs Shortest Paths Problem</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Instance:</strong> A digraph ( G ) and conservative weights ( c : E(G) \to \mathbb{R} ).</td>
</tr>
<tr>
<td><strong>Task:</strong> Find numbers ( l_{st} ) and vertices ( p_{st} ) for all ( s, t \in V(G) ) with ( s \neq t ), such that ( l_{st} ) is the length of a shortest ( s)-( t )-path, and ((p_{st}, t)) is the final edge of such a path (if it exists).</td>
</tr>
</tbody>
</table>
Of course we could run the **Moore-Bellman-Ford Algorithm** \( n \) times, once for each choice of \( s \). This immediately gives us an \( O(n^2m) \)-algorithm. However, one can do better:

**Theorem 7.9.** The **All Pairs Shortest Paths Problem** can be solved in \( O(mn + n^2 \log n) \) time, where \( n = |V(G)| \) and \( m = |E(G)| \).

**Proof:** Let \((G, c)\) be an instance. First we compute a feasible potential \( \pi \), which is possible in \( O(nm) \) time by Corollary 7.8. Then for each \( s \in V(G) \) we do a single-source shortest path computation from \( s \) using the reduced costs \( c_\pi \) instead of \( c \). For any vertex \( t \) the resulting \( s-t \)-path is also a shortest path with respect to \( c \), because the length of any \( s-t \)-path changes by \( \pi(s) - \pi(t) \), a constant. Since the reduced costs are nonnegative, we can use **Dijkstra’s Algorithm** each time. So, by Theorem 7.4, the total running time is \( O(mn + n(m + n \log n)) \). \( \square \)

The same idea will be used again in Chapter 9 (in the proof of Theorem 9.12).

Pettie [2004] showed how to improve the running time to \( O(mn + n^2 \log \log n) \); this is the best known time bound. For dense graphs with nonnegative weights, Zwick’s [2004] bound of \( O\left(n^3\sqrt{\log \log n/\log n}\right) \) is slightly better. If all edge weights are small integers, this can be improved using fast matrix multiplication; see e.g. Zwick [2002].

The solution of the **All Pairs Shortest Paths Problem** also enables us to compute the metric closure:

**Definition 7.10.** Given a graph \( G \) (directed or undirected) with conservative weights \( c : E(G) \to \mathbb{R} \). The **metric closure** of \((G, c)\) is the pair \((\bar{G}, \bar{c})\), where \( \bar{G} \) is the simple graph on \( V(G) \) that, for \( x, y \in V(G) \) with \( x \neq y \), contains an edge \( e = \{x, y\} \) (or \( e = (x, y) \) if \( G \) is directed) with weight \( \bar{c}(e) = \dist_{(G,c)}(x, y) \) if and only if \( y \) is reachable from \( x \) in \( G \).

**Corollary 7.11.** Let \( G \) be a directed or undirected graph with conservative weights \( c : E(G) \to \mathbb{R} \). Then the metric closure of \((G, c)\) can be computed in \( O(mn + n^2 \log n) \) time.

**Proof:** If \( G \) is undirected, we replace each edge by a pair of oppositely directed edges. Then we solve the resulting instance of the **All Pairs Shortest Paths Problem**. \( \square \)

The rest of the section is devoted to the **Floyd-Warshall Algorithm**, another \( O(n^3) \)-algorithm for the **All Pairs Shortest Paths Problem**. The main advantage of the **Floyd-Warshall Algorithm** is its simplicity. We assume w.l.o.g. that the vertices are numbered \( 1, \ldots, n \).
Floyd-Warshall Algorithm

Input: A digraph $G$ with $V(G) = \{1, \ldots, n\}$ and conservative weights $c : E(G) \rightarrow \mathbb{R}$.

Output: Matrices $(l_{ij})_{1 \leq i, j \leq n}$ and $(p_{ij})_{1 \leq i, j \leq n}$ where $l_{ij}$ is the length of a shortest path from $i$ to $j$, and $(p_{ij}, j)$ is the final edge of such a path (if it exists).

(1) Set $l_{ij} := c((i, j))$ for all $(i, j) \in E(G)$.
    Set $l_{ij} := \infty$ for all $(i, j) \in (V(G) \times V(G)) \setminus E(G)$ with $i \neq j$.
    Set $l_{ii} := 0$ for all $i$.
    Set $p_{ij} := i$ for all $i, j \in V(G)$.

(2) For $j := 1$ to $n$ do:
    For $i := 1$ to $n$ do: If $i \neq j$ then:
        For $k := 1$ to $n$ do: If $k \neq j$ then:
            If $l_{ik} > l_{ij} + l_{jk}$ then set $l_{ik} := l_{ij} + l_{jk}$ and $p_{ik} := p_{jk}$.

Theorem 7.12. (Floyd [1962], Warshall [1962]) The Floyd-Warshall Algorithm works correctly. Its running time is $O(n^3)$.

Proof: The running time is obvious.

Claim: After the algorithm has run through the outer loop for $j = 1, 2, \ldots, j_0$, the variable $l_{ik}$ contains the length of a shortest $i$-$k$-path with intermediate vertices $v \in \{1, \ldots, j_0\}$ only (for all $i$ and $k$), and $(p_{ik}, k)$ is the final edge of such a path.

This statement will be shown by induction for $j_0 = 0, \ldots, n$. For $j_0 = 0$ it is true by (1), and for $j_0 = n$ it implies the correctness of the algorithm.

Suppose the claim holds for some $j_0 \in \{0, \ldots, n-1\}$. We have to show that it still holds for $j_0 + 1$. For any $i$ and $k$, during processing the outer loop for $j = j_0 + 1$, $l_{ik}$ (containing by the induction hypothesis the length of a shortest $i$-$k$-path with intermediate vertices $v \in \{1, \ldots, j_0\}$ only) is replaced by $l_{i,j_0+1} + l_{j_0+1,k}$ if this value is smaller. It remains to show that the corresponding $i$-$(j_0 + 1)$-path $P$ and the $(j_0 + 1)$-$k$-path $Q$ have no inner vertex in common.

Suppose that there is an inner vertex belonging to both $P$ and $Q$. By shortcircuiting the maximal closed walk in $P + Q$ (which by our assumption has nonnegative weight because it is the union of circuits) we get an $i$-$k$-path $R$ with intermediate vertices $v \in \{1, \ldots, j_0\}$ only. $R$ is no longer than $l_{i,j_0+1} + l_{j_0+1,k}$ (and in particular shorter than the $l_{ik}$ before processing the outer loop for $j = j_0 + 1$).

This contradicts the induction hypothesis since $R$ has intermediate vertices $v \in \{1, \ldots, j_0\}$ only. \hfill \Box

Like the Moore-Bellman-Ford Algorithm, the Floyd-Warshall Algorithm can also be used to detect the existence of negative circuits (Exercise 11).

The All Pairs Shortest Paths Problem in undirected graphs with arbitrary conservative weights is more difficult; see Theorem 12.13.
7.3 Minimum Mean Cycles

We can easily find a circuit of minimum total weight in a digraph with conservative weights, using the above shortest path algorithms (see Exercise 12). Another problem asks for a circuit whose mean weight is minimum:

**Minimum Mean Cycle Problem**

**Instance:** A digraph $G$, weights $c : E(G) \to \mathbb{R}$.

**Task:** Find a circuit $C$ whose mean weight $\tfrac{c(E(C))}{|E(C)|}$ is minimum, or decide that $G$ is acyclic.

In this section we show how to solve this problem with dynamic programming, quite similar to the shortest path algorithms. We may assume that $G$ is strongly connected, since otherwise we can identify the strongly connected components in linear time (Theorem 2.19) and solve the problem for each strongly connected component separately. But for the following min-max theorem it suffices to assume that there is a vertex $s$ from which all vertices are reachable. We consider not only paths, but arbitrary edge progressions (where vertices and edges may be repeated).

**Theorem 7.13.** (Karp [1978]) Let $G$ be a digraph with weights $c : E(G) \to \mathbb{R}$. Let $s \in V(G)$ such that each vertex is reachable from $s$. For $x \in V(G)$ and $k \in \mathbb{Z}_+$ let

$$F_k(x) := \min \left\{ \sum_{i=1}^{k} c((v_{i-1}, v_i)) : v_0 = s, v_k = x, (v_{i-1}, v_i) \in E(G) \text{ for all } i \right\}$$

be the minimum weight of an edge progression of length $k$ from $s$ to $x$ (and $\infty$ if there is none). Let $\mu(G, c)$ be the minimum mean weight of a circuit in $G$ (and $\mu(G, c) = \infty$ if $G$ is acyclic). Then

$$\mu(G, c) = \min_{x \in V(G)} \max_{0 \leq k \leq n-1} \frac{F_n(x) - F_k(x)}{n - k}. $$

**Proof:** If $G$ is acyclic, then $F_n(x) = \infty$ for all $x \in V(G)$, so the theorem holds.

We now assume that $\mu(G, c) < \infty$.

First we prove that if $\mu(G, c) = 0$ then also

$$\min_{x \in V(G)} \max_{0 \leq k \leq n-1} \frac{F_n(x) - F_k(x)}{n - k} = 0.$$

Let $G$ be a digraph with $\mu(G, c) = 0$. $G$ contains no negative circuit. Since $c$ is conservative, $F_n(x) \geq \text{dist}_{(G, c)}(s, x) = \min_{0 \leq k \leq n-1} F_k(x)$, so

$$\max_{0 \leq k \leq n-1} \frac{F_n(x) - F_k(x)}{n - k} \geq 0.$$
We show that there is a vertex \( x \) for which equality holds, i.e. \( F_n(x) = \text{dist}_{(G,c)}(s,x) \). Let \( C \) be any zero-weight circuit in \( G \), and let \( w \in V(C) \). Let \( P \) be a shortest \( s \)-\( w \)-path followed by \( n \) repetitions of \( C \). Let \( P' \) consist of the first \( n \) edges of \( P \), and let \( x \) be the end-vertex of \( P' \). Since \( P \) is a minimum-weight edge progression from \( s \) to \( w \), any initial segment, in particular \( P' \), must be a minimum-weight edge progression. So \( F_n(x) = c(E(P')) = \text{dist}_{(G,c)}(s,x) \).

Having proved the theorem for the case \( \mu(G,c) = 0 \), we now turn to the general case. Note that adding a constant to all edge weights changes both \( \mu(G,c) \) and \( \min_{x \in V(G)} \max_{0 \leq k \leq n-1} \frac{F_n(x) - F_k(x)}{n-k} \) by the same amount, namely this constant. By choosing this constant to be \( -\mu(G,c) \) we are back to the case \( \mu(G,c) = 0 \).

This theorem suggests the following algorithm:

**Minimum Mean Cycle Algorithm**

**Input:** A digraph \( G \), weights \( c : E(G) \to \mathbb{R} \).

**Output:** A circuit \( C \) with minimum mean weight or the information that \( G \) is acyclic.

1. Add a vertex \( s \) and edges \((s,x)\) with \( c((s,x)) := 0 \) for all \( x \in V(G) \) to \( G \).
2. Set \( n := |V(G)|, F_0(s) := 0, \) and \( F_0(x) := \infty \) for all \( x \in V(G) \setminus \{s\} \).
3. For \( k := 1 \) to \( n \) do:
   - For all \( x \in V(G) \) do:
     - Set \( F_k(x) := \infty \).
     - For all \((w,x) \in \delta^-(x)\) do:
       - If \( F_{k-1}(w) + c((w,x)) < F_k(x) \) then:
         - Set \( F_k(x) := F_{k-1}(w) + c((w,x)) \) and \( p_k(x) := w \).
   - If \( F_n(x) = \infty \) for all \( x \in V(G) \) then stop (\( G \) is acyclic).
4. Let \( x \) be a vertex for which \( \max_{0 \leq k \leq n-1} \frac{F_n(x) - F_k(x)}{n-k} \) is minimum.
5. Let \( C \) be any circuit in the edge progression given by \( p_n(x), p_{n-1}(p_n(x)), p_{n-2}(p_{n-1}(p_n(x))), \ldots \).

**Corollary 7.14.** (Karp [1978]) The Minimum Mean Cycle Algorithm works correctly. Its running time is \( O(nm) \).

**Proof:** 1 does not create any new circuit in \( G \) but makes Theorem 7.13 applicable. It is obvious that 2 and 3 compute the numbers \( F_k(x) \) correctly. So if the algorithm stops in 4, \( G \) is indeed acyclic.
Consider the instance \((G, c')\), where \(c'(e) := c(e) - \mu(G, c)\) for all \(e \in E(G)\). On this instance the algorithm runs exactly the same way as with \((G, c)\), the only difference being the change of the \(F\)-values to \(F'_k(x) = F_k(x) - k\mu(G, c)\). By the choice of \(x\) in 5, Theorem 7.13 and \(\mu(G, c') = 0\) we have \(F'_n(x) = \min_{0 \leq k \leq n-1} F'_k(x)\). Hence any edge progression from \(s\) to \(x\) with \(n\) edges and length \(F'_n(x)\) in \((G, c')\) consists of a shortest \(s-x\)-path plus one or more circuits of zero weight. These circuits have mean weight \(\mu(G, c)\) in \((G, c)\). Hence each circuit on a minimum weight edge progression of length \(n\) from \(s\) to \(x\) (for the vertex \(x\) chosen in 5) is a circuit of minimum mean weight. In 6 such a circuit is chosen.

The running time is dominated by 3 which obviously takes \(O(nm)\) time. Note that 5 takes only \(O(n^2)\) time. \(\square\)

This algorithm cannot be used for finding a circuit of minimum mean weight in an undirected graph with edge weights. See Exercise 10 of Chapter 12.

Algorithms for more general minimum ratio problems have been proposed by Megiddo [1979,1983] and Radzik [1993].

Exercises

1. Let \(G\) be a graph (directed or undirected) with weights \(c : E(G) \to \mathbb{Z}_+\), and let \(s, t \in V(G)\) such that \(t\) is reachable from \(s\). Show that the minimum length of an \(s-t\)-path equals the maximum number of cuts separating \(s\) and \(t\) such that each edge \(e\) is contained in at most \(c(e)\) of them.

2. Suppose the weights are integers between 0 and \(C\) for some constant \(C\). Can one implement Dijkstra’s Algorithm for this special case with linear running time?

   \textit{Hint:} Use an array indexed by \(0, \ldots, |V(G)|\cdot C\) to store the vertices according to their current \(l\)-value.

   (Dial [1969])

3. Given a digraph \(G\), weights \(c : E(G) \to \mathbb{R}_+\), and two vertices \(s, t \in V(G)\). Suppose there is only one shortest \(s-t\)-path \(P\). Can one then find the shortest \(s-t\)-path different from \(P\) in polynomial time?

4. Modify Dijkstra’s Algorithm in order to solve the bottleneck path problem:

   Given a digraph \(G, c : E(G) \to \mathbb{R}\), and \(s, t \in V(G)\), find an \(s-t\)-path whose longest edge is shortest possible.

5. Let \(G\) be a digraph with \(s, t \in V(G)\). To each edge \(e \in E(G)\) we assign a number \(r(e)\) (its reliability), with \(0 \leq r(e) \leq 1\). The reliability of a path \(P\) is defined to be the product of the reliabilities of its edges. The problem is to find an \(s-t\)-path of maximum reliability.

   (a) Show that by taking logarithms one can reduce this problem to a Shortest Path Problem.

   (b) Show how to solve this problem (in polynomial time) without taking logarithms.
6. Given an acyclic digraph \( G \), \( c : E(G) \to \mathbb{R} \) and \( s, t, \in V(G) \). Show how to find a shortest \( s-t \)-path in \( G \) in linear time.

7. Given an acyclic digraph \( G \), \( c : E(G) \to \mathbb{R} \) and \( s, t, \in V(G) \). Show how to find the union of all longest \( s-t \)-paths in \( G \) in linear time.

8. Prove Theorem 7.7 using LP duality, in particular Theorem 3.19.

9. Let \( G \) be a digraph with conservative weights \( c : E(G) \to \mathbb{R} \). Let \( s, t, \in V(G) \) such that \( t \) is reachable from \( s \). Prove that the minimum length of an \( s-t \)-path in \( G \) equals the maximum of \( \pi(t) - \pi(s) \), where \( \pi \) is a feasible potential of \((G, c)\).

10. Let \( G \) be a digraph, \( V(G) = A \cup B \) and \( E(G[B]) = \emptyset \). Moreover, suppose that \(|\delta(v)| \leq k \) for all \( v \in B \). Let \( s, t, \in V(G) \) and \( c : E(G) \to \mathbb{R} \) conservative. Prove that then a shortest \( s-t \)-path can be found in \( O(|A|k|E(G)|) \) time, and if \( c \) is nonnegative in \( O(|A|^2) \) time.

(Orlin [1993])

11. Suppose that we run the Floyd-Warshall Algorithm on an instance \((G, c)\) with arbitrary weights \( c : E(G) \to \mathbb{R} \). Prove that all \( l_{ii} \) \((i = 1, \ldots, n) \) remain nonnegative if and only if \( c \) is conservative.

12. Given a digraph with conservative weights, show how to find a circuit of minimum total weight in polynomial time. Can you achieve an \( O(n^3) \) running time?

Hint: Modify the Floyd-Warshall Algorithm slightly.

Note: For general weights the problem includes the decision whether a given digraph is Hamiltonian (and is thus \(NP\)-hard; see Chapter 15). How to find the minimum circuit in an undirected graph (with conservative weights) is described in Section 12.2.

13. Let \( G \) be a complete (undirected) graph and \( c : E(G) \to \mathbb{R}_+ \). Show that \((G, c)\) is its own metric closure if and only if the triangle inequality holds: \( c([x, y]) + c([y, z]) \geq c([x, z]) \) for any three distinct vertices \( x, y, z \in V(G) \).

14. The timing constraints of a logic chip can be modelled by a digraph \( G \) with edge weights \( c : E(G) \to \mathbb{R}_+ \). The vertices represent the storage elements, the edges represent paths through combinational logic, and the weights are worst-case estimations of the propagation time of a signal. An important task in the design of very large scale integrated (VLSI) circuits is to find an optimum clock schedule, i.e. a mapping \( a : V(G) \to \mathbb{R} \) such that \( a(v) + c([v, w]) \leq a(w) + T \) for all \((v, w) \in E(G)\) and a number \( T \) which is as small as possible. \(T\) is the cycle time of the chip, and \( a(v) \) and \( a(v) + T \) are the “departure time” and latest feasible “arrival time” of a signal at \( v \), respectively.

(a) Reduce the problem of finding the optimum \( T \) to a Minimum Mean Cycle Problem.

(b) Show how the numbers \( a(v) \) of an optimum solution can be determined efficiently.

(c) Typically, some of the numbers \( a(v) \) are fixed in advance. Show how to solve the problem in this case.

(Albrecht et al. [2002])
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8. Network Flows

In this and the next chapter we consider flows in networks. We have a digraph $G$ with edge capacities $u : E(G) \to \mathbb{R}_+$ and two specified vertices $s$ (the source) and $t$ (the sink). The quadruple $(G, u, s, t)$ is sometimes called a network.

Our main motivation is to transport as many units as possible simultaneously from $s$ to $t$. A solution to this problem will be called a maximum flow. Formally we define:

**Definition 8.1.** Given a digraph $G$ with capacities $u : E(G) \to \mathbb{R}_+$, a flow is a function $f : E(G) \to \mathbb{R}_+$ with $f(e) \leq u(e)$ for all $e \in E(G)$. We say that $f$ satisfies the flow conservation rule at vertex $v$ if

$$\text{ex}_f(v) := \sum_{e \in \delta^-(v)} f(e) - \sum_{e \in \delta^+(v)} f(e) = 0.$$  

A flow satisfying the flow conservation rule at every vertex is called a circulation.

Now given a network $(G, u, s, t)$, an $s$-$t$-flow is a flow $f$ satisfying $\text{ex}_f(s) < 0$ and $\text{ex}_f(v) = 0$ for all $v \in V(G) \setminus \{s, t\}$. We define the value of an $s$-$t$-flow $f$ by $\text{value}(f) := -\text{ex}_f(s)$.

Now we can formulate the basic problem of this chapter:

**MAXIMUM FLOW PROBLEM**

**Instance:** A network $(G, u, s, t)$.

**Task:** Find an $s$-$t$-flow of maximum value.

It causes no loss of generality to assume that $G$ is simple as parallel edges can be united beforehand.

This problem has numerous applications. For example, consider the Job Assignment Problem: given $n$ jobs, their processing times $t_1, \ldots, t_n \in \mathbb{R}_+$ and a nonempty subset $S_i \subseteq \{1, \ldots, m\}$ of employees that can contribute to each job $i \in \{1, \ldots, n\}$, we ask for numbers $x_{ij} \in \mathbb{R}_+$ for all $i = 1, \ldots, n$ and $j \in S_i$ (meaning how long employee $j$ works on job $i$) such that all jobs are finished, i.e. $\sum_{j \in S_i} x_{ij} = t_i$ for $i = 1, \ldots, n$. Our goal was to minimize the amount of time in which all jobs are done, i.e. $T(x) := \max_{j=1}^m \sum_{i : j \in S_i} x_{ij}$. Instead of solving this problem with Linear Programming we look for a combinatorial algorithm.
We apply binary search for the optimum $T(x)$. Then for one specific value $T$ we have to find numbers $x_{ij} \in \mathbb{R}^+$ with $\sum_{j \in S_i} x_{ij} = t_i$ for all $i$ and $\sum_{i; j \in S_j} x_{ij} \leq T$ for all $j$. We model the sets $S_i$ by a (bipartite) digraph with a vertex $v_i$ for each job $i$, a vertex $w_j$ for each employee $j$ and an edge $(v_i, w_j)$ whenever $j \in S_i$. We introduce two additional vertices $s$ and $t$ and edges $(s, v_i)$ for all $i$ and $(w_j, t)$ for all $j$. Let this graph be $G$. We define capacities $u : E(G) \to \mathbb{R}_+$ by $u((s, v_i)) := t_i$ and $u(e) := T$ for all other edges. Then the feasible solutions $x$ with $T(x) \leq T$ evidently correspond to the $s$-$t$-flows of value $\sum_{i=1}^n t_i$ in $(G, u)$. Indeed, these are maximum flows.

In Section 8.1 we describe a basic algorithm for the Maximum Flow Problem and use it to prove the Max-Flow-Min-Cut Theorem, one of the best known results in combinatorial optimization, which shows the relation to the problem of finding a minimum capacity $s$-$t$-cut. Moreover we show that, for integral capacities, there always exists an optimum flow which is integral. The combination of these two results also implies Menger’s Theorem on disjoint paths as we discuss in Section 8.2.

Sections 8.3, 8.4 and 8.5 contain efficient algorithms for the Maximum Flow Problem. Then we shift attention to the problem of finding minimum cuts. Section 8.6 describes an elegant way to store the minimum capacity of an $s$-$t$-cut (which equals the maximum value of an $s$-$t$-flow) for all pairs of vertices $s$ and $t$. Section 8.7 shows how the edge-connectivity, or the global minimum capacity cut in an undirected graph can be determined more efficiently than by applying several network flow computations.

### 8.1 Max-Flow-Min-Cut Theorem

The definition of the Maximum Flow Problem suggests the following LP formulation:

$$\text{max} \quad \sum_{e \in \delta^+(s)} x_e - \sum_{e \in \delta^-(s)} x_e$$

s.t.

$$\sum_{e \in \delta^-(v)} x_e = \sum_{e \in \delta^+(v)} x_e \quad (v \in V(G) \setminus \{s, t\})$$

$$x_e \leq u(e) \quad (e \in E(G))$$

$$x_e \geq 0 \quad (e \in E(G))$$

Since this LP is obviously bounded and the zero flow $f \equiv 0$ is always feasible, we have the following:

**Proposition 8.2.** The Maximum Flow Problem always has an optimum solution. ⊢

Furthermore, by Theorem 4.18 there exists a polynomial-time algorithm. However, we are not satisfied with this, but will rather look for a combinatorial algorithm (not using Linear Programming).
Recall that an $s$-$t$-cut in $G$ is an edge set $\delta^+(X)$ with $s \in X$ and $t \in V(G) \setminus X$. The capacity of an $s$-$t$-cut is the sum of the capacities of its edges. By a minimum $s$-$t$-cut in $(G, u)$ we mean an $s$-$t$-cut of minimum capacity (with respect to $u$) in $G$.

**Lemma 8.3.** For any $A \subseteq V(G)$ such that $s \in A$, $t \notin A$, and any $s$-$t$-flow $f$,

(a) $\text{value}(f) = \sum_{e \in \delta^+(A)} f(e) - \sum_{e \in \delta^-(A)} f(e)$.

(b) $\text{value}(f) \leq \sum_{e \in \delta^+(A)} u(e)$.

**Proof:** (a): Since the flow conservation rule holds for $v \in A \setminus \{s\}$,

$$\text{value}(f) = \sum_{e \in \delta^+(s)} f(e) - \sum_{e \in \delta^-(s)} f(e)$$

$$= \sum_{v \in A} \left( \sum_{e \in \delta^+(v)} f(e) - \sum_{e \in \delta^-(v)} f(e) \right)$$

$$= \sum_{e \in \delta^+(A)} f(e) - \sum_{e \in \delta^-(A)} f(e).$$

(b): This follows from (a) by using $0 \leq f(e) \leq u(e)$ for $e \in E(G)$.

In other words, the value of a maximum flow cannot exceed the capacity of a minimum $s$-$t$-cut. In fact, we have equality here. To see this, we need the concept of augmenting paths which will reappear in several other chapters.

**Definition 8.4.** For a digraph $G$ we define $\hat{G} := (V(G), E(G) \cup \{\hat{e} : e \in E(G)\})$, where for $e = (v, w) \in E(G)$ we define $\hat{e}$ to be a new edge from $w$ to $v$. We call $\hat{e}$ the reverse edge of $e$ and vice versa. Note that if $e = (v, w)$, $e' = (w, v) \in E(G)$, then $\hat{e}$ and $e'$ are two parallel edges in $\hat{G}$.

Given a digraph $G$ with capacities $u : E(G) \to \mathbb{R}_+$ and a flow $f$, we define *residual capacities* $u_f : E(G) \to \mathbb{R}_+$ by $u_f(e) := u(e) - f(e)$ and $u_f(\hat{e}) := f(e)$ for all $e \in E(G)$. The residual graph $G_f$ is the graph $(V(G), \{e \in E(\hat{G}) : u_f(e) > 0\})$.

Given a flow $f$ and a path (or circuit) $P$ in $G_f$, to augment $f$ along $P$ by $\gamma$ means to do the following for each $e \in E(P)$: if $e \in E(G)$ then increase $f(e)$ by $\gamma$, otherwise − if $e = \hat{e}_0$ for $e_0 \in E(G)$ − decrease $f(e_0)$ by $\gamma$.

Given a network $(G, u, s, t)$ and an $s$-$t$-flow $f$, an $f$-augmenting path is an $s$-$t$-path in the residual graph $G_f$.

Using this concept, the following algorithm for the Maximum Flow Problem, due to Ford and Fulkerson [1957], is natural. We first restrict ourselves to integral capacities.
### Ford-Fulkerson Algorithm

**Input:** A network \((G, u, s, t)\) with \(u : E(G) \to \mathbb{Z}_+\).

**Output:** An \(s\)-\(t\)-flow \(f\) of maximum value.

1. Set \(f(e) = 0\) for all \(e \in E(G)\).
2. Find an \(f\)-augmenting path \(P\). If none exists, then stop.
3. Compute \(\gamma := \min_{e \in E(P)} u_f(e)\). Augment \(f\) along \(P\) by \(\gamma\) and go to 2.

Edges where the minimum in (3) is attained are sometimes called bottleneck edges. The choice of \(\gamma\) guarantees that \(f\) continues to be a flow. Since \(P\) is an \(s\)-\(t\)-path, the flow conservation rule is preserved at all vertices except \(s\) and \(t\).

To find an augmenting path is easy (we just have to find any \(s\)-\(t\)-path in \(G_f\)). However, we should be careful how to do this. In fact, if we allow irrational capacities (and have bad luck when choosing the augmenting paths), the algorithm might not terminate at all (Exercise 2).

![Fig. 8.1.](image)

Even in the case of integer capacities, we may have an exponential number of augmentations. This is illustrated by the simple network shown in Figure 8.1, where the numbers are the edge capacities \((N \in \mathbb{N})\). If we choose an augmenting path of length 3 in each iteration, we can augment the flow by just one unit each time, so we need \(2N\) iterations. Observe that the input length is \(O(\log N)\), since capacities are of course encoded in binary form. We shall overcome these problems in Section 8.3.

We now claim that when the algorithm stops, then \(f\) is indeed a maximum flow:

**Theorem 8.5.** An \(s\)-\(t\)-flow \(f\) is maximum if and only if there is no \(f\)-augmenting path.

**Proof:** If there is an augmenting path \(P\), then (3) of the Ford-Fulkerson Algorithm computes a flow of greater value, so \(f\) is not maximum. If there is no augmenting path, this means that \(t\) is not reachable from \(s\) in \(G_f\). Let \(R\) be the set of vertices reachable from \(s\) in \(G_f\). By the definition of \(G_f\), we have \(f(e) = u(e)\) for all \(e \in \delta^+_G(R)\) and \(f(e) = 0\) for all \(e \in \delta^-_G(R)\).
Now Lemma 8.3 (a) says that
\[
\text{value}(f) = \sum_{e \in \delta^+(R)} u(e)
\]
which by Lemma 8.3 (b) implies that \( f \) is a maximum flow.

In particular, for any maximum \( s-t \)-flow we have an \( s-t \)-cut whose capacity equals the value of the flow. Together with Lemma 8.3 (b) this yields the central result of network flow theory, the Max-Flow-Min-Cut Theorem:

**Theorem 8.6.** (Ford and Fulkerson [1956], Dantzig and Fulkerson [1956]) In a network the maximum value of an \( s-t \)-flow equals the minimum capacity of an \( s-t \)-cut.

An alternative proof was proposed by Elias, Feinstein and Shannon [1956]. The Max-Flow-Min-Cut Theorem also follows quite easily from LP duality; see Exercise 4 of Chapter 3.

If all capacities are integers, \( \gamma \) in 3 of the FORD-FULKERSON ALGORITHM is always integral. Since there is a maximum flow of finite value (Proposition 8.2), the algorithm terminates after a finite number of steps. Therefore we have the following important consequence:

**Corollary 8.7.** (Dantzig and Fulkerson [1956]) If the capacities of a network are integers, then there exists an integral maximum flow.

This corollary – sometimes called the Integral Flow Theorem – can also be proved easily by using the total unimodularity of the incidence matrix of a digraph (Exercise 3).

We close this section with another easy but useful observation, the Flow Decomposition Theorem:

**Theorem 8.8.** (Gallai [1958], Ford and Fulkerson [1962]) Let \((G, u, s, t)\) be a network and let \( f \) be an \( s-t \)-flow in \( G \). Then there exists a family \( \mathcal{P} \) of \( s-t \)-paths and a family \( C \) of circuits in \( G \) along with weights \( w : \mathcal{P} \cup C \rightarrow \mathbb{R}_+ \) such that
\[
f(e) = \sum_{P \in \mathcal{P} \cup C : e \in E(P)} w(P) \text{ for all } e \in E(G), \quad \sum_{P \in \mathcal{P}} w(P) = \text{value}(f), \text{ and } |\mathcal{P}| + |C| \leq |E(G)|.
\]
Moreover, if \( f \) is integral then \( w \) can be chosen to be integral.

**Proof:** We construct \( \mathcal{P} \), \( C \) and \( w \) by induction on the number of edges with nonzero flow. Let \( e = (v_0, w_0) \) be an edge with \( f(e) > 0 \). Unless \( w_0 = t \), there must be an edge \((w_0, w_1)\) with nonzero flow. Set \( i := 1 \). If \( w_i \in \{t, v_0, w_0, \ldots, w_{i-1}\} \) we stop. Otherwise there must be an edge \((w_i, w_{i+1})\) with nonzero flow; we set \( i := i + 1 \) and continue. The process must end after at most \( n \) steps.

We do the same in the other direction: if \( v_0 \neq s \), there must be an edge \((v_1, v_0)\) with nonzero flow, and so on. At the end we have found either a circuit or an \( s-t \)-
path in $G$, and we have used edges with positive flow only. Let $P$ be this circuit or path. Let $w(P) := \min_{e \in E(P)} f(e)$. Set $f'(e) := f(e) - w(P)$ for $e \in E(P)$ and $f'(e) := f(e)$ for $e \notin E(P)$. An application of the induction hypothesis to $f'$ completes the proof.

**8.2 Menger’s Theorem**

Consider Corollary 8.7 and Theorem 8.8 in the special case where all capacities are 1. Here integral $s$-$t$-flows can be regarded as collections of edge-disjoint $s$-$t$-paths and circuits. We obtain the following important theorem:

**Theorem 8.9.** (Menger [1927]) Let $G$ be a graph (directed or undirected), let $s$ and $t$ be two vertices, and $k \in \mathbb{N}$. Then there are $k$ edge-disjoint $s$-$t$-paths if and only if after deleting any $k - 1$ edges $t$ is still reachable from $s$.

**Proof:** Necessity is obvious. To prove sufficiency in the directed case, let $(G, u, s, t)$ be a network with unit capacities $u \equiv 1$ such that $t$ is reachable from $s$ even after deleting any $k - 1$ edges. This implies that the minimum capacity of an $s$-$t$-cut is at least $k$. By the Max-Flow-Min-Cut Theorem 8.6 and Corollary 8.7 there is an integral $s$-$t$-flow of value at least $k$. By Theorem 8.8 this flow can be decomposed into integral flows on $s$-$t$-paths (and possibly some circuits). Since all capacities are 1 we must have at least $k$ edge-disjoint $s$-$t$-paths.

To prove sufficiency in the undirected case, let $G$ be an undirected graph with two vertices $s$ and $t$ such that $t$ is reachable from $s$ even after deleting any $k - 1$ edges. This property obviously remains true if we replace each undirected edge $e = \{v, w\}$ by five directed edges $(v, x_e)$, $(w, x_e)$, $(x_e, y_e)$, $(y_e, v)$, $(y_e, w)$ where $x_e$ and $y_e$ are new vertices (see Figure 8.2). Now we have a digraph $G'$ and, by the first part, $k$ edge-disjoint $s$-$t$-paths in $G'$. These can be easily transformed to $k$ edge-disjoint $s$-$t$-paths in $G$.

In turn it is easy to derive the Max-Flow-Min-Cut Theorem (at least for rational capacities) from Menger’s Theorem. We now consider the vertex-disjoint version of Menger’s Theorem. We call two paths vertex-disjoint if they have no edge and no inner vertex in common (they may have one or two common endpoints).
**Theorem 8.10.** (Menger [1927]) Let $G$ be a graph (directed or undirected), let $s$ and $t$ be two non-adjacent vertices, and $k \in \mathbb{N}$. Then there are $k$ vertex-disjoint $s$-$t$-paths if and only if after deleting any $k-1$ vertices (distinct from $s$ and $t$) $t$ is still reachable from $s$.

**Proof:** Necessity is again trivial. Sufficiency in the directed case follows from the directed part of Theorem 8.9 by the following elementary construction: we replace each vertex $v$ of $G$ by two vertices $v'$ and $v''$ and an edge $(v', v'')$. Each edge $(v, w)$ of $G$ is replaced by $(v'', w)$. Any set of $k-1$ edges in the new graph $G'$ whose deletion makes $t'$ unreachable from $s''$ implies a set of at most $k-1$ vertices in $G$ whose deletion makes $t$ unreachable from $s$. Moreover, edge-disjoint $s''$-$t'$-paths in the new graph correspond to vertex-disjoint $s$-$t$-paths in the old one.

The undirected version follows from the directed one by the same construction as in the proof of Theorem 8.9 (Figure 8.2). □

The following corollary is an important consequence of Menger’s Theorem:

**Corollary 8.11.** (Whitney [1932]) An undirected graph $G$ with at least two vertices is $k$-edge-connected if and only if for each pair $s, t \in V(G)$ with $s \neq t$ there are $k$ edge-disjoint $s$-$t$-paths.

An undirected graph $G$ with more than $k$ vertices is $k$-connected if and only if for each pair $s, t \in V(G)$ with $s \neq t$ there are $k$ vertex-disjoint $s$-$t$-paths.

**Proof:** The first statement follows directly from Theorem 8.9.

To prove the second statement let $G$ be an undirected graph with more than $k$ vertices. If $G$ has $k-1$ vertices whose deletion makes the graph disconnected, then it cannot have $k$ vertex-disjoint $s$-$t$-paths for each pair $s, t \in V(G)$.

Conversely, if $G$ does not have $k$ vertex-disjoint $s$-$t$-paths for some $s, t \in V(G)$, then we consider two cases. If $s$ and $t$ are non-adjacent, then by Theorem 8.10 $G$ has $k-1$ vertices whose deletion separates $s$ and $t$.

If $s$ and $t$ are joined by a set $F$ of parallel edges, $|F| \geq 1$, then $G-F$ has no $k-|F|$ vertex-disjoint $s$-$t$-paths, so by Theorem 8.10 it has a set $X$ of $k-|F|-1$ vertices whose deletion separates $s$ and $t$. Let $v \in V(G) \setminus (X \cup \{s, t\})$. Then $v$ cannot be reachable from $s$ and from $t$ in $(G-F)-X$, say $v$ is not reachable from $s$. Then $v$ and $s$ are in different connected components of $G-(X \cup \{t\})$. □

In many applications one looks for edge-disjoint or vertex-disjoint paths between several pairs of vertices. The four versions of Menger’s Theorem (directed and undirected, vertex- and edge-disjoint) correspond to four versions of the Disjoint Paths Problem:

**Instance:** Two directed/undirected graphs $(G, H)$ on the same vertices.

**Task:** Find a family $(P_f)_{f \in E(H)}$ of edge-disjoint/vertex-disjoint paths in $G$ such that for each $f = (t, s)$ or $f = [t, s]$ in $H$, $P_f$ is an $s$-$t$-path.
Such a family is called a \textit{solution} of \((G, H)\). We say that \(P_f\) \textit{realizes} \(f\). The edges of \(G\) are called \textit{supply edges}, the edges of \(H\) \textit{demand edges}. A vertex incident to some demand edge is called a \textit{terminal}.

Above we considered the special case when \(H\) is just a set of \(k\) parallel edges. The general \textsc{Disjoint Paths Problem} will be discussed in Chapter 19. Here we only note the following useful special case of Menger’s Theorem:

\begin{proposition}
Let \((G, H)\) be an instance of the \textsc{Directed Edge-Disjoint Paths Problem} where \(H\) is just a set of parallel edges and \(G + H\) is Eulerian. Then \((G, H)\) has a solution.
\end{proposition}

\begin{proof}
Since \(G + H\) is Eulerian, every edge, in particular any \(f \in E(H)\), belongs to some circuit \(C\). We take \(C - f\) as the first path of our solution, delete \(C\), and apply induction.
\end{proof}

\section{The Edmonds-Karp Algorithm}

In Exercise 2 it is shown that it is necessary to specialize (2) of the \textsc{Ford-Fulkerson Algorithm}. Instead of choosing an arbitrary augmenting path it is a good idea to look for a shortest one, i.e. an augmenting path with a minimum number of edges. With this simple idea Edmonds and Karp [1972] obtained the first polynomial-time algorithm for the \textsc{Maximum Flow Problem}.

\begin{algorithm}[H]
\begin{itemize}
  \item[1] Set \(f(e) = 0\) for all \(e \in E(G)\).
  \item[2] Find a shortest \(f\)-augmenting path \(P\). If there is none then stop.
  \item[3] Compute \(\gamma := \min_{e \in E(P)} u_f(e)\). Augment \(f\) along \(P\) by \(\gamma\) and go to (2).
\end{itemize}
\end{algorithm}

This means that (2) of the \textsc{Ford-Fulkerson Algorithm} should be implemented by \textsc{BFS} (see Section 2.3).

\begin{lemma}
Let \(f_1, f_2, \ldots\) be a sequence of flows such that \(f_{i+1}\) results from \(f_i\) by augmenting along \(P_i\), where \(P_i\) is a shortest \(f_i\)-augmenting path. Then
\begin{enumerate}[(a)]
  \item \(|E(P_k)| \leq |E(P_{k+1})|\) for all \(k\).
  \item \(|E(P_k)| + 2 \leq |E(P_l)|\) for all \(k < l\) such that \(P_k \cup P_l\) contains a pair of reverse edges.
\end{enumerate}
\end{lemma}

\begin{proof}
(a): Consider the graph \(G_1\) which results from \(P_k \cup P_{k+1}\) by deleting pairs of reverse edges. (Edges appearing both in \(P_k\) and \(P_{k+1}\) are taken twice.)
Note that $E(G_1) \subseteq E(G_{f^*_k})$, since any edge in $E(G_{f^*_k}) \setminus E(G_k)$ must be the reverse of an edge in $P_k$.

Let $H_1$ simply consist of two copies of $(t, s)$. Obviously $G_1 + H_1$ is Eulerian. Thus by Proposition 8.12 there are two edge-disjoint $s$-$t$-paths $Q_1$ and $Q_2$. Since $E(G_1) \subseteq E(G_{f^*_k})$, both $Q_1$ and $Q_2$ are $f_k$-augmenting paths. Since $P_k$ was a shortest $f_k$-augmenting path, $|E(P_k)| \leq |E(Q_1)|$ and $|E(P_k)| \leq |E(Q_2)|$. Thus,

$$2|E(P_k)| \leq |E(Q_1)| + |E(Q_2)| \leq |E(G_1)| \leq |E(P_k)| + |E(P_{k+1})|,$$

implying $|E(P_k)| \leq |E(P_{k+1})|$.

(b): By part (a) it is enough to prove the statement for those $k, l$ such that for $k < i < l$, $P_i \cup P_l$ contains no pair of reverse edges.

As above, consider the graph $G_1$ which results from $P_k \cup P_l$ by deleting pairs of reverse edges. Again, $E(G_1) \subseteq E(G_{f^*_k})$: To see this, observe that $E(P_k) \subseteq E(G_{f^*_k})$, $E(P_l) \subseteq E(G_{f^*_k})$, and any edge of $E(G_{f^*_k}) \setminus E(G_k)$ must be the reverse of an edge in one of $P_k, P_{k+1}, \ldots, P_{l-1}$. But – due to the choice of $k$ and $l$ – among these paths only $P_k$ contains the reverse of an edge in $P_l$.

Let $H_1$ again consist of two copies of $(t, s)$. Since $G_1 + H_1$ is Eulerian, Proposition 8.12 guarantees that there are two edge-disjoint $s$-$t$-paths $Q_1$ and $Q_2$. Again $Q_1$ and $Q_2$ are both $f_k$-augmenting. Since $P_k$ was a shortest $f_k$-augmenting path, $|E(P_k)| \leq |E(Q_1)|$ and $|E(P_k)| \leq |E(Q_2)|$. We conclude that

$$2|E(P_k)| \leq |E(Q_1)| + |E(Q_2)| \leq |E(P_k)| + |E(P_l)| - 2$$

(since we have deleted at least two edges). This completes the proof. 

\[ \square \]

**Theorem 8.14.** (Edmonds and Karp [1972]) Regardless of the edge capacities, the Edmonds-Karp Algorithm stops after at most $\frac{mn}{2}$ augmentations, where $m$ and $n$ denote the number of edges and vertices, respectively.

**Proof:** Let $P_1, P_2, \ldots$ be the augmenting paths chosen during the Edmonds-Karp Algorithm. By the choice of $\gamma$ in (3) of the algorithm, each augmenting path contains at least one bottleneck edge.

For any edge $e$, let $P_{i_1}, P_{i_2}, \ldots$ be the subsequence of augmenting paths containing $e$ as a bottleneck edge. Obviously, between $P_{i_j}$ and $P_{i_{j+1}}$, there must be an augmenting path $P_k$ ($i_j < k < i_{j+1}$) containing $\overrightarrow{e}$. By Lemma 8.13 (b), $|E(P_{i_j})| + 4 \leq |E(P_k)| + 2 \leq |E(P_{i_{j+1}})|$ for all $j$. If $e$ has neither $s$ nor $t$ as endpoint, we have $3 \leq |E(P_{i_j})| \leq n - 1$, for all $j$, and there can be at most $\frac{n}{4}$ augmenting paths containing $e$ as a bottleneck edge. Otherwise at most one of the augmenting paths contains $e$ or $\overrightarrow{e}$ as bottleneck edge.

Since any augmenting path must contain at least one edge of $\overrightarrow{G}$ as a bottleneck edge, there can be at most $|E(\overrightarrow{G})| \leq \frac{m}{4} = \frac{mn}{2}$ augmenting paths.

\[ \square \]

**Corollary 8.15.** The Edmonds-Karp Algorithm solves the Maximum Flow Problem in $O(m^2n)$ time.

**Proof:** By Theorem 8.14 there are at most $\frac{mn}{2}$ augmentations. Each augmentation uses BFS and thus takes $O(m)$ time. 

\[ \square \]
8.4 Blocking Flows and Fujishige’s Algorithm

Around the time when Edmonds and Karp observed how to obtain a polynomial-time algorithm for the Maximum Flow Problem, Dinic [1970] independently found an even better algorithm. It is based on the following definition:

**Definition 8.16.** Given a network \((G, u, s, t)\) and an \(s\)-\(t\)-flow \(f\). The **level graph** \(G^L_f\) of \(G_f\) is the graph

\[
(V(G), \{e = (x, y) \in E(G_f) : \text{dist}_{G_f}(s, x) + 1 = \text{dist}_{G_f}(s, y)\})
\]

Note that the level graph is acyclic. The level graph can be constructed easily by BFS in \(O(m)\) time.

Lemma 8.13(a) says that the length of the shortest augmenting paths in the Edmonds-Karp Algorithm is non-decreasing. Let us call a sequence of augmenting paths of the same length a **phase** of the algorithm. Let \(f\) be the flow at the beginning of a phase. The proof of Lemma 8.13(b) yields that all augmenting paths of this phase must already be augmenting paths in \(G_f\). Therefore all these paths must be \(s\)-\(t\)-paths in the level graph of \(G_f\).

**Definition 8.17.** Given a network \((G, u, s, t)\), an \(s\)-\(t\)-flow \(f\) is called **blocking** if \((V(G), \{e \in E(G) : f(e) < u(e)\})\) contains no \(s\)-\(t\)-path.

The union of the augmenting paths in a phase can be regarded as a blocking flow in \(G^L_f\). Note that a blocking flow is not necessarily maximum. The above considerations suggest the following algorithmic scheme:

**DINIC’S ALGORITHM**

**Input:** A network \((G, u, s, t)\).

**Output:** An \(s\)-\(t\)-flow \(f\) of maximum value.

1. Set \(f(e) = 0\) for all \(e \in E(G)\).
2. Construct the level graph \(G^L_f\) of \(G_f\).
3. Find a blocking \(s\)-\(t\)-flow \(f'\) in \(G^L_f\). **If** \(f' = 0\) **then stop.**
4. Augment \(f\) by \(f'\) and go to 2.

Since the length of a shortest augmenting path increases from phase to phase, Dinic’s Algorithm stops after at most \(n - 1\) phases. So it remains to show how a blocking flow in an acyclic graph can be found efficiently. Dinic obtained an \(O(nm)\) bound for each phase, which is not very difficult to show (Exercise 14).

This bound has been improved to \(O(n^2)\) by Karzanov [1974]; see also (Malhotra, Kumar and Maheshwari [1978]). Subsequent improvements are due to Cherkassky [1977], Galil [1980], Galil and Namaad [1980], Shiloach [1978], Sleator [1980], and Sleator and Tarjan [1983]. The last two references describe
an $O(m \log n)$-algorithm for finding blocking flows in an acyclic network using a data structure called dynamic trees. Using this as a subroutine of Dixhige’s Algorithm one has an $O(mn \log n)$-algorithm for the Maximum Flow Problem. However, we do not describe any of the above-mentioned algorithms here (see Tarjan [1983]), because an even faster network flow algorithm will be the subject of the next section.

We close this section by describing the weakly polynomial algorithm by Fujishige [2003], mainly because of its simplicity:

**Fujishige’s Algorithm**

*Input:* A network $(G, u, s, t)$ with $u : E(G) \to \mathbb{Z}_+$.

*Output:* An $s$-$t$-flow $f$ of maximum value.

1. Set $f(e) = 0$ for all $e \in E(G)$. Set $\alpha := \max\{u(e) : e \in E(G)\}$.
2. Set $i := 1, v_1 := s$, $X := \emptyset$, and $b(v) := 0$ for all $v \in V(G)$.
3. **For** $e = (v_i, w) \in \delta^+_G(v_{i})$ with $w \notin \{v_1, \ldots, v_i\}$ **do**:
   - Set $b(w) := b(w) + u_f(e)$. **If** $b(w) \geq \alpha$ **then** set $X := X \cup \{w\}$.
4. **If** $X = \emptyset$ **then**:
   - Set $\alpha := \lfloor \frac{\alpha}{2} \rfloor$. **If** $\alpha = 0$ **then** stop else go to (2).
5. Set $i := i + 1$. Choose $v_i \in X$ and set $X := X \setminus \{v_i\}$.
   **If** $v_i \neq t$ **then** go to (3).
6. Set $\beta(t) := \alpha$ and $\beta(v) := 0$ for all $v \in V(G) \setminus \{t\}$.
   **While** $i > 1$ **do**:
   - For $e = (p, v_i) \in \delta^-_G(v_i)$ with $p \in \{v_1, \ldots, v_{i-1}\}$ **do**:
     - Set $\beta' := \min\{\beta(v_i), u_f(e)\}$.
     - Augment $f$ along $e$ by $\beta'$.
     - Set $\beta(v_i) := \beta(v_i) - \beta'$ and $\beta(p) := \beta(p) + \beta'$.
   - Set $i := i - 1$.
7. Go to (2).

**Theorem 8.18.** Fujishige’s Algorithm correctly solves the Maximum Flow Problem for integral capacities $u : E(G) \to \mathbb{Z}_+$ in $O(mn \log u_{\text{max}})$ time, where $n := |V(G)|$, $m := |E(G)|$ and $u_{\text{max}} := \max\{u(e) : e \in E(G)\}$.

**Proof:** We may assume that $G$ is simple as parallel edges can be united beforehand. Let us call an iteration a sequence of steps ending with (4) or (7). In (2)–(5), $v_1, \ldots, v_i$ is always an order of a subset of vertices such that $b(v_j) = u_f(E^+(\{v_1, \ldots, v_{j-1}\}, \{v_j\})) \geq \alpha$ for $j = 2, \ldots, i$. In (6) the flow $f$ is augmented with the invariant $\sum_{v \in V(G)} \beta(v) = \alpha$, and by the above the result is an $s$-$t$-flow whose value is $\alpha$ units larger.

Thus after at most $n - 1$ iterations, $\alpha$ will be decreased for the first time. When we decrease $\alpha$ to $\alpha' = \lfloor \frac{\alpha}{2} \rfloor \geq \frac{\alpha}{3}$ in (4), we have an $s$-$t$-cut $\delta^+_G(\{v_1, \ldots, v_i\})$ in $G_f$ of capacity less than $\alpha(|V(G)| - i)$ because $b(v) = u_f(E^+(\{v_1, \ldots, v_i\}, \{v_i\})) < \alpha$
for all \( v \in V(G) \setminus \{v_1, \ldots, v_i\} \). By Lemma 8.3(b), a maximum \( s-t \)-flow in \( G_f \) has value less than \( \alpha(n-i) < 3\alpha' n \). Hence after less than \( 3n \) iterations, \( \alpha \) will be decreased again. If \( \alpha \) is decreased from 1 to 0, we have an \( s-t \)-cut of capacity 0 in \( G_f \), so \( f \) is maximum.

As \( \alpha \) is decreased at most \( 1 + \log u_{\text{max}} \) times before it reaches 0, and each iteration between two changes of \( \alpha \) takes \( O(m) \) time, the overall running time is \( O(mn \log u_{\text{max}}) \). \( \square \)

Such a scaling technique is useful in many contexts and will reappear in Chapter 9. Fujishige [2003] also described a variant of his algorithm without scaling, where \( v_i \) in (5) is chosen as a vertex attaining \( \max\{b(v) : v \in V(G) \setminus \{v_1, \ldots, v_{i-1}\}\} \). The resulting order is called MA order and will reappear in Section 8.7. The running time of this variant is slightly higher than the above and not strongly polynomial either (Shioura [2004]).

### 8.5 The Goldberg-Tarjan Algorithm

In this section we shall describe the push-relabel algorithm due to Goldberg and Tarjan [1988]. We shall derive an \( O(n^2 \sqrt{m}) \) bound for the running time.

Sophisticated implementations using dynamic trees (see Sleator and Tarjan [1983]) result in network flow algorithms with running time \( O\left(\frac{nm \log n^2}{m}\right) \) (Goldberg and Tarjan [1988]) and \( O\left(\frac{nm \log \left(\frac{n^2}{m} \sqrt{\log u_{\text{max}}} + 2\right)}{m}\right) \), where \( u_{\text{max}} \) is the maximum (integral) edge capacity (Ahuja, Orlin and Tarjan [1989]). The best known bounds today are \( O\left(\frac{nm \log_{2+m/(n \log n)} n}{m}\right) \) (King, Rao and Tarjan [1994]) and

\[
O\left(\min\{m^{1/2}, n^{2/3}\} m \log \left(\frac{n^2}{m}\right) \log u_{\text{max}}\right)
\]

(Goldberg and Rao [1998]).

By definition and Theorem 8.5, a flow \( f \) is a maximum \( s-t \)-flow if and only if the following conditions hold:

- \( \text{ex}_f(v) = 0 \) for all \( v \in V(G) \setminus \{s, t\} \);
- There is no \( f \)-augmenting path.

In the algorithms discussed so far, the first condition is always satisfied, and the algorithms stop when the second condition is satisfied. The push-relabel algorithm starts with an \( f \) satisfying the second condition and maintains it throughout. Naturally it stops when the first condition is satisfied as well. Since \( f \) will not be an \( s-t \)-flow during the algorithm (except at termination), we introduce the weaker term of an \( s-t \)-preflow.

**Definition 8.19.** Given a network \((G, u, s, t)\), an \( s-t \)-preflow is a function \( f : E(G) \rightarrow \mathbb{R}_+ \) satisfying \( f(e) \leq u(e) \) for all \( e \in E(G) \) and \( \text{ex}_f(v) \geq 0 \) for all \( v \in V(G) \setminus \{s\} \). We call a vertex \( v \in V(G) \setminus \{s, t\} \) **active** if \( \text{ex}_f(v) > 0 \).
Obviously an $s$-$t$-preflow is an $s$-$t$-flow if and only if there are no active vertices.

**Definition 8.20.** Let $(G, u, s, t)$ be a network and $f$ an $s$-$t$-preflow. A distance labeling is a function $\psi : V(G) \to \mathbb{Z}_+$ such that $\psi(t) = 0$, $\psi(s) = n$ and $\psi(v) \leq \psi(w) + 1$ for all $(v, w) \in E(G_f)$. An edge $e = (v, w) \in E(G)$ is called admissible if $e \in E(G_f)$ and $\psi(v) = \psi(w) + 1$.

If $\psi$ is a distance labeling, $\psi(v)$ (for $v \neq s$) must be a lower bound on the distance to $t$ (number of edges in a shortest $v$-$t$-path) in $G_f$.

The **Push-Relabel Algorithm** to be described below always works with an $s$-$t$-preflow $f$ and a distance labeling $\psi$. It starts with the preflow that is equal to the capacity on each edge leaving $s$ and zero on all other edges. The initial distance labeling is $\psi(s) = n$ and $\psi(v) = 0$ for all $v \in V(G) \setminus \{s\}$.

Then the algorithm performs the update operations **Push** (updating $f$) and **Relabel** (updating $\psi$) in any order.

**Push-Relabel Algorithm**

**Input:** A network $(G, u, s, t)$.

**Output:** A maximum $s$-$t$-flow $f$.

1. Set $f(e) := u(e)$ for each $e \in \delta^+(s)$.
   Set $f(e) := 0$ for each $e \in E(G) \setminus \delta^+(s)$.
2. Set $\psi(s) := n$ and $\psi(v) := 0$ for all $v \in V(G) \setminus \{s\}$.
3. **While** there exists an active vertex **do**:
   Let $v$ be an active vertex.
   If no $e \in \delta^+_{G_f}(v)$ is admissible
   then **Relabel**(v),
   else let $e \in \delta^+_{G_f}(v)$ be an admissible edge and **Push**(e).

---

**Push**(e)

1. Set $\gamma := \min\{\text{ex}_f(v), u_f(e)\}$, where $v$ is the vertex with $e \in \delta^+_{G_f}(v)$.
2. Augment $f$ along $e$ by $\gamma$.

**Relabel**(v)

1. Set $\psi(v) := \min\{\psi(w) + 1 : e = (v, w) \in E(G_f)\}$.

**Proposition 8.21.** During the execution of the **Push-Relabel Algorithm** $f$ is always an $s$-$t$-preflow and $\psi$ is always a distance labeling with respect to $f$.

**Proof:** We have to show that the procedures **Push** and **Relabel** preserve these properties. It is clear that after a **Push** operation, $f$ is still an $s$-$t$-preflow. A
Relabel operation does not even change $f$. Moreover, after a Relabel operation $\psi$ is still a distance labeling.

It remains to show that after a Push operation, $\psi$ is still a distance labeling with respect to the new preflow. We have to check $\psi(a) \leq \psi(b) + 1$ for all new edges $(a, b)$ in $G_f$. But if we apply Push$(e)$ for some $e = (v, w)$, the only possible new edge in $G_f$ is the reverse edge of $e$, and here we have $\psi(w) = \psi(v) - 1$, since $e$ is admissible. \hfill $\square$

**Lemma 8.22.** If $f$ is an $s$-$t$-preflow and $\psi$ is a distance labeling with respect to $f$, then:

(a) $s$ is reachable from any active vertex $v$ in $G_f$.

(b) If $w$ is reachable from $v$ in $G_f$ for some $v, w \in V(G)$, then $\psi(v) \leq \psi(w) + n - 1$.

(c) $t$ is not reachable from $s$ in $G_f$.

**Proof:** (a): Let $v$ be an active vertex, and let $R$ be the set of vertices reachable from $v$ in $G_f$. Then $f(e) = 0$ for all $e \in \delta^{-}_G(R)$. So $$\sum_{w \in R} \ex_f(w) = \sum_{e \in \delta^+_G(R)} f(e) - \sum_{e \in \delta^-_G(R)} f(e) \leq 0.$$ But $v$ is active, meaning $\ex_f(v) > 0$, and therefore there must exist a vertex $w \in R$ with $\ex_f(w) < 0$. Since $f$ is an $s$-$t$-preflow, this vertex must be $s$.

(b): Suppose there is a $v$-$w$-path in $G_f$, say with vertices $v = v_0, v_1, \ldots, v_k = w$. Since there is a distance labeling $\psi$ with respect to $f$, $\psi(v_i) \leq \psi(v_{i+1}) + 1$ for $i = 0, \ldots, k - 1$. So $\psi(v) \leq \psi(w) + k$. Note that $k \leq n - 1$.

(c): follows from (b) as $\psi(s) = n$ and $\psi(t) = 0$. \hfill $\square$

Part (c) helps us to prove the following:

**Theorem 8.23.** When the algorithm terminates, $f$ is a maximum $s$-$t$-flow.

**Proof:** $f$ is an $s$-$t$-flow because there are no active vertices. Lemma 8.22(c) implies that there is no augmenting path. Then by Theorem 8.5 we know that $f$ is maximum. \hfill $\square$

The question now is how many Push and Relabel operations are performed.

**Lemma 8.24.**

(a) For each $v \in V(G)$, $\psi(v)$ is strictly increased by every Relabel$(v)$, and is never decreased.

(b) At any stage of the algorithm, $\psi(v) \leq 2n - 1$ for all $v \in V(G)$.

(c) No vertex is relabelled more than $2n - 1$ times. The total number of Relabel operations is at most $2n^2 - n$. 
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Proof: (a): \( \psi \) is changed only in the Relabel procedure. If no \( e \in \delta^+_G(v) \) is admissible, then Relabel\((v)\) strictly increases \( \psi(v) \) (because \( \psi \) is a distance labeling at any time).

(b): We only change \( \psi(v) \) if \( v \) is active. By Lemma 8.22(a) and (b), \( \psi(v) \leq \psi(s) + n - 1 = 2n - 1 \).

(c): follows directly from (a) and (b). \( \Box \)

We shall now analyse the number of Push operations. We distinguish between saturating pushes (where \( u_f(e) = 0 \) after the push) and nonsaturating pushes.

Lemma 8.25. The number of saturating pushes is at most \( 2mn \).

Proof: After each saturating push from \( v \) to \( w \), another such push cannot occur until \( \psi(w) \) increases by at least 2, a push from \( w \) to \( v \) occurs, and \( \psi(v) \) increases by at least 2. Together with Lemma 8.24(a) and (b), this proves that there are at most \( n \) saturating pushes on each edge \( (v, w) \in E(G) \).

The number of nonsaturating pushes can be in the order of \( n^2m \) in general (Exercise 19). By choosing an active vertex \( v \) with \( \psi(v) \) maximum in \( 3 \), we can prove a better bound. As usual we denote \( n := |V(G)|, m := |E(G)| \) and may assume \( n \leq m \leq n^2 \).

Lemma 8.26. If we always choose \( v \) to be an active vertex with \( \psi(v) \) maximum in \( 3 \) of the Push-Relabel Algorithm, the number of nonsaturating pushes is at most \( 8n^2 \sqrt{m} \).

Proof: Call a phase the time between two subsequent changes of \( \psi^* := \max\{\psi(v) : v \text{ active}\} \). As \( \psi^* \) can only increase by relabeling, its total increase is at most \( 2n^2 \). As \( \psi^* = 0 \) initially, it can decrease at most \( 2n^2 \) times, and the number of phases is at most \( 4n^2 \).

Call a phase cheap if it contains at most \( \sqrt{m} \) nonsaturating pushes and expensive otherwise. Clearly there are at most \( 4n^2 \sqrt{m} \) nonsaturating pushes in cheap phases.

Let

\[
\Phi := \sum_{v \in V(G) : v \text{ active}} |\{w \in V(G) : \psi(w) \leq \psi(v)\}|.
\]

Initially \( \Phi \leq n^2 \). A relabeling step may increase \( \Phi \) by at most \( n \). A saturating push may increase \( \Phi \) by at most \( n \). A nonsaturating push does not increase \( \Phi \). Since \( \Phi = 0 \) at termination, the total decrease of \( \Phi \) is at most \( n^2 + n(2n^2 - n) + n(2mn) \leq 4mn^2 \).

Now consider the nonsaturating pushes in an expensive phase. Each of them pushes flow along an edge \( (v, w) \) with \( \psi(v) = \psi^* = \psi(w) + 1 \), deactivating \( v \) and possibly activating \( w \).

As the phase ends by relabeling or by deactivating the last active vertex \( v \) with \( \psi(v) = \psi^* \), the set of vertices \( w \) with \( \psi(w) = \psi^* \) remains constant during the phase, and it contains more than \( \sqrt{m} \) vertices as the phase is expensive.
Hence each nonsaturating push in an expensive phase decreases $\Phi$ by at least $\sqrt{m}$. Thus the total number of nonsaturating pushes in expensive phases is at most $\frac{4mn^2}{\sqrt{m}} = 4n^2\sqrt{m}$.

This proof is due to Cheriyan and Mehlhorn [1999]. We finally get:

**Theorem 8.27.** (Goldberg and Tarjan [1988], Cheriyan and Maheshwari [1989], Tunçel [1994]) *The Push-Relabel Algorithm solves the Maximum Flow Problem correctly and can be implemented to run in $O(n^2\sqrt{m})$ time.*

**Proof:** The correctness follows from Proposition 8.21 and Theorem 8.23.

As in Lemma 8.26 we always choose $v$ in $\mathfrak{O}$ to be an active vertex with $\psi(v)$ maximum. To make this easy we keep track of doubly-linked lists $L_0, \ldots, L_{2n-1}$, where $L_i$ contains the active vertices $v$ with $\psi(v) = i$. These lists can be updated during each PUSH and RELABEL operation in constant time.

We can then start by scanning $L_i$ for $i = 0$. When a vertex is relabelled, we increase $i$ accordingly. When we find a list $L_i$ for the current $i$ empty (after deactivating the last active vertex at that level), we decrease $i$ until $L_i$ is nonempty. As we increase $i$ at most $2n^2$ times by Lemma 8.24(c), we also decrease $i$ at most $2n^2$ times.

As a second data structure, we store a doubly-linked list $A_v$ containing the admissible edges leaving $v$ for each vertex $v$. They can also be updated in each PUSH operation in constant time, and in each RELABEL operation in time proportional to the total number of edges incident to the relabelled vertex.

So RELABEL($v$) takes a total of $O(|\delta_G(v)|)$ time, and by Lemma 8.24(c) the overall time for relabelling is $O(mn)$. Each PUSH takes constant time, and by Lemma 8.25 and Lemma 8.26 the total number of pushes is $O(n^2\sqrt{m})$. □

### 8.6 Gomory-Hu Trees

Any algorithm for the Maximum Flow Problem also implies a solution to the following problem:

**Minimum Capacity Cut Problem**

**Instance:** A network $(G, u, s, t)$.

**Task:** An $s$-$t$-cut in $G$ with minimum capacity.

**Proposition 8.28.** *The Minimum Capacity Cut Problem can be solved in the same running time as the Maximum Flow Problem, in particular in $O(n^2\sqrt{m})$ time.*

**Proof:** For a network $(G, u, s, t)$ we compute a maximum $s$-$t$-flow $f$ and define $X$ to be the set of all vertices reachable from $s$ in $G_f$. $X$ can be computed with the Graph Scanning Algorithm in linear time (Proposition 2.17). By Lemma 8.3
and Theorem 8.5, $\delta^+(X)$ constitutes a minimum capacity $s$-$t$-cut. The $O(n^2 \sqrt{m})$ running time follows from Theorem 8.27 (and is not best possible).

In this section we consider the problem of finding a minimum capacity $s$-$t$-cut for each pair of vertices $s, t$ in an undirected graph $G$ with capacities $u : E(G) \to \mathbb{R}_+$. This problem can be reduced to the above one: For all pairs $s, t \in V(G)$ we solve the MINIMUM CAPACITY CUT PROBLEM for $(G', u', s, t)$, where $(G', u')$ arises from $(G, u)$ by replacing each undirected edge $\{v, w\}$ by two oppositely directed edges $(v, w)$ and $(w, v)$ with $u'((v, w)) = u'((w, v)) = u(\{v, w\})$. In this way we obtain minimum $s$-$t$-cuts for all $s, t$ after $\binom{n}{2}$ flow computations.

This section is devoted to the elegant method of Gomory and Hu [1961], which requires only $n - 1$ flow computations. We shall see some applications in Sections 12.3 and 20.3.

**Definition 8.29.** Let $G$ be an undirected graph and $u : E(G) \to \mathbb{R}_+$ a capacity function. For two vertices $s, t \in V(G)$ we denote by $\lambda_{st}$ their local edge-connectivity, i.e. the minimum capacity of a cut separating $s$ and $t$.

The edge-connectivity of a graph is obviously the minimum local edge-connectivity with respect to unit capacities.

**Lemma 8.30.** For all vertices $i, j, k \in V(G)$ we have $\lambda_{ik} \geq \min(\lambda_{ij}, \lambda_{jk})$.

**Proof:** Let $\delta(A)$ be a cut with $i \in A, k \in V(G) \setminus A$ and $u(\delta(A)) = \lambda_{ik}$. If $j \in A$ then $\delta(A)$ separates $j$ and $k$, so $u(\delta(A)) \geq \lambda_{jk}$. If $j \in V(G) \setminus A$ then $\delta(A)$ separates $i$ and $j$, so $u(\delta(A)) \geq \lambda_{ij}$. We conclude that $\lambda_{ik} = u(\delta(A)) \geq \min(\lambda_{ij}, \lambda_{jk})$. □

Indeed, this condition is not only necessary but also sufficient for numbers $(\lambda_{ij})_{1 \leq i, j \leq n}$ with $\lambda_{ij} = \lambda_{ji}$ to be local edge-connectivities of some graph (Exercise 23).

**Definition 8.31.** Let $G$ be an undirected graph and $u : E(G) \to \mathbb{R}_+$ a capacity function. A tree $T$ is called a Gomory-Hu tree for $(G, u)$ if $V(T) = V(G)$ and

$$\lambda_{st} = \min_{e \in E(P_{st})} u(\delta_G(C_e)) \quad \text{for all } s, t \in V(G),$$

where $P_{st}$ is the (unique) $s$-$t$-path in $T$ and, for $e \in E(T)$, $C_e$ and $V(G) \setminus C_e$ are the connected components of $T - e$ (i.e. $\delta_G(C_e)$ is the fundamental cut of $e$ with respect to $T$).

We shall see that every graph possesses a Gomory-Hu tree. This implies that for any undirected graph $G$ there is a list of $n - 1$ cuts such that for each pair $s, t \in V(G)$ a minimum $s$-$t$-cut belongs to the list.

In general, a Gomory-Hu tree cannot be chosen as a subgraph of $G$. For example, consider $G = K_{3,3}$ and $u \equiv 1$. Here $\lambda_{st} = 3$ for all $s, t \in V(G)$. It is easy to see that the Gomory-Hu trees for $(G, u)$ are exactly the stars with five edges.
The main idea of the algorithm for constructing a Gomory-Hu tree is as follows. First we choose any $s, t \in V(G)$ and find some minimum $s$-$t$-cut, say $\delta(A)$. Let $B := V(G) \setminus A$. Then we contract $A$ (or $B$) to a single vertex, choose any $s', t' \in B$ (or $s', t' \in A$, respectively) and look for a minimum $s'$-$t'$-cut in the contracted graph $G'$. We continue this process, always choosing a pair $s', t'$ of vertices not separated by any cut obtained so far. At each step, we contract – for each cut $E(A', B')$ obtained so far – $A'$ or $B'$, depending on which part does not contain $s'$ and $t'$.

Eventually each pair of vertices is separated. We have obtained a total of $n - 1$ cuts. The crucial observation is that a minimum $s'$-$t'$-cut in the contracted graph $G'$ is also a minimum $s$-$t$-cut in $G$. This is the subject of the following lemma.

Note that when contracting a set $A$ of vertices in $(G, u)$, the capacity of each edge in $G'$ is the capacity of the corresponding edge in $G$.

**Lemma 8.32.** Let $G$ be an undirected graph and $u : E(G) \to \mathbb{R}_+$ a capacity function. Let $s, t \in V(G)$, and let $\delta(A)$ be a minimum $s$-$t$-cut in $(G, u)$. Let now $s', t' \in V(G) \setminus A$, and let $(G', u')$ arise from $(G, u)$ by contracting $A$ to a single vertex. Then for any minimum $s'$-$t'$-cut $\delta(K \cup \{A\})$ in $(G', u')$, $\delta(K \cup A)$ is a minimum $s'$-$t'$-cut in $(G, u)$.

**Proof:** Let $s, t, A, s', t', G', u'$ be as above. W.l.o.g. $s \in A$. It suffices to prove that there is a minimum $s'$-$t'$-cut $\delta(A')$ in $(G, u)$ such that $A \subset A'$. So let $\delta(C)$ be any minimum $s'$-$t'$-cut in $(G, u)$. W.l.o.g. $s \in C$.

Since $u(\delta(\cdot))$ is submodular (cf. Lemma 2.1(c)), we have $u(\delta(A)) + u(\delta(C)) \geq u(\delta(A \cap C)) + u(\delta(A \cup C))$. But $\delta(A \cap C)$ is an $s$-$t$-cut, so $u(\delta(A \cap C)) \geq \lambda_{st} = u(\delta(A))$. Therefore $u(\delta(A \cup C)) \leq u(\delta(C)) = \lambda_{s't'}$ proving that $\delta(A \cup C)$ is a minimum $s'$-$t'$-cut. (See Figure 8.3.)
Now we describe the algorithm which constructs a Gomory-Hu tree. Note that
the vertices of the intermediate trees $T$ will be vertex sets of the original graph;
indeed they form a partition of $V(G)$. At the beginning, the only vertex of $T$ is $V(G)$. In each iteration, a vertex of $T$ containing at least two vertices of $G$ is
chosen and split into two.

<table>
<thead>
<tr>
<th>Gomory-Hu Algorithm</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Input:</strong> An undirected graph $G$ and a capacity function $u : E(G) \to \mathbb{R}_+$.</td>
</tr>
<tr>
<td><strong>Output:</strong> A Gomory-Hu tree $T$ for $(G, u)$.</td>
</tr>
</tbody>
</table>

1. Set $V(T) := \{V(G)\}$ and $E(T) := \emptyset$.  
2. Choose some $X \in V(T)$ with $|X| \geq 2$. If no such $X$ exists then go to 6.  
3. Choose $s, t \in X$ with $s \neq t$.  
   For each connected component $C$ of $T - X$ do: Let $S_C := \bigcup_{Y \in V(C)} Y$.  
   Let $(G', u')$ arise from $(G, u)$ by contracting $S_C$ to a single vertex $v_C$ for each connected component $C$ of $T - X$.  
   (So $V(G') = X \cup \{v_C : C \text{ is a connected component of } T - X\}$.)  
4. Find a minimum $s$-$t$-cut $\delta(A')$ in $(G', u')$. Let $B' := V(G') \setminus A'$.  
   Set $A := \left( \bigcup_{v_C \in A \setminus X} S_C \right) \cup (A' \cap X)$ and $B := \left( \bigcup_{v_C \in B' \setminus X} S_C \right) \cup (B' \cap X)$.  
5. Set $V(T) := (V(T) \setminus \{X\}) \cup \{A \cap X, B \cap X\}$.  
   For each edge $e = \{X, Y\} \in E(T)$ incident to the vertex $X$ do:  
   If $Y \subseteq A$ then set $e' := \{A \cap X, Y\}$ else set $e' := \{B \cap X, Y\}$.  
   Set $E(T) := (E(T) \setminus \{e\}) \cup \{e'\}$ and $w(e') := w(e)$.  
   Set $E(T) := E(T) \cup \{\{A \cap X, B \cap X\}\}$ and $w(\{A \cap X, B \cap X\}) := u'(\delta_{G'}(A'))$.  
   Go to 2.  
6. Replace all $\{x\} \in V(T)$ by $x$ and all $\{\{x\}, \{y\}\} \in E(T)$ by $\{x, y\}$. Stop.

Figure 8.4 illustrates the modification of $T$ in 5. To prove the correctness of
this algorithm, we first show the following lemma:

**Lemma 8.33.** Each time at the end of 4 we have

(a) $A \cup B = V(G)$  
(b) $E(A, B)$ is a minimum $s$-$t$-cut in $(G, u)$.

**Proof:** The elements of $V(T)$ are always nonempty subsets of $V(G)$, indeed $V(T)$ constitutes a partition of $V(G)$. From this, (a) follows easily.

We now prove (b). The claim is trivial for the first iteration (since here $G' = G$). We show that the property is preserved in each iteration.

Let $C_1, \ldots, C_k$ be the connected components of $T - X$. Let us contract them one by one; for $i = 0, \ldots, k$ let $(G_i, u_i)$ arise from $(G, u)$ by contracting each
of $S_{C_1}, \ldots, S_{C_i}$ to a single vertex. So $(G_k, u_k)$ is the graph which is denoted by $(G', u')$ in (3) of the algorithm.

**Claim:** For any minimum $s$-$t$-cut $\delta(A_i)$ in $(G_i, u_i)$, $\delta(A_{i-1})$ is a minimum $s$-$t$-cut in $(G_{i-1}, u_{i-1})$, where

$$A_{i-1} := \begin{cases} (A_i \setminus \{v_{C_i}\}) \cup S_{C_i} & \text{if } v_{C_i} \in A_i \\ A_i & \text{if } v_{C_i} \notin A_i \end{cases}.$$ 

Applying this claim successively for $k, k-1, \ldots, 1$ implies (b).

To prove the claim, let $\delta(A_i)$ be a minimum $s$-$t$-cut in $(G_i, u_i)$. By our assumption that (b) is true for the previous iterations, $\delta(S_{C_i})$ is a minimum $s_i$-$t_i$-cut in $(G, u)$ for some appropriate $s_i, t_i \in V(G)$. Furthermore, $s, t \in V(G) \setminus S_{C_i}$. So applying Lemma 8.32 completes the proof. \(\square\)

**Lemma 8.34.** At any stage of the algorithm (until (6) is reached) for all $e \in E(T)$
\[ w(e) = u \left( \delta_G \left( \bigcup_{Z \in C_e} Z \right) \right), \]

where \( C_e \) and \( V(T) \setminus C_e \) are the connected components of \( T - e \). Moreover for all \( e = \{P, Q\} \in E(T) \) there are vertices \( p \in P \) and \( q \in Q \) with \( \lambda_{pq} = w(e) \).

**Proof:** Both statements are trivial at the beginning of the algorithm when \( T \) contains no edges; we show that they are never violated. So let \( X \) be vertex of \( T \) chosen in (2) in some iteration of the algorithm. Let \( s, t, A', B', A, B \) be as determined in (3) and (4) next. W.l.o.g. assume \( s \in A' \).

Edges of \( T \) not incident to \( X \) are not affected by (5). For the new edge \( \{A \cap X, B \cap X\} \), \( w(e) \) is clearly set correctly, and we have \( \lambda_{st} = w(e), s \in A \cap X, t \in B \cap X \).

So let us consider an edge \( e = \{X, Y\} \) that is replaced by \( e' \) in (5). We assume w.l.o.g. \( Y \subseteq A \), so \( e' = \{A \cap X, Y\} \). Assuming that the assertions were true for \( e \) we claim that they remain true for \( e' \). This is trivial for the first assertion, because \( w(e) = w(e') \) and \( \lambda_{pq} = w(e') \) and \( u \left( \delta_G \left( \bigcup_{Z \in C_e} Z \right) \right) \) does not change.

To show the second statement, we assume that there are \( p \in X, q \in Y \) with \( \lambda_{pq} = w(e) \). If \( p \in A \cap X \) then we are done. So henceforth assume that \( p \in B \cap X \) (see Figure 8.5).
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**Fig. 8.5.**

We claim that \( \lambda_{sq} = \lambda_{pq} \). Since \( \lambda_{pq} = w(e) = w(e') \) and \( s \in A \cap X \), this will conclude the proof.

By Lemma 8.30,

\[ \lambda_{sq} \geq \min\{\lambda_{sf}, \lambda_{tp}, \lambda_{pq}\}. \]

Since by Lemma 8.33(b) \( E(A, B) \) is a minimum \( s-t \)-cut, and since \( s, q \in A \), we may conclude from Lemma 8.32 that \( \lambda_{sq} \) does not change if we contract \( B \). Since
To prove equality, observe that \( w(e) \) is the capacity of a cut separating \( X \) and \( Y \), and thus \( s \) and \( q \). Hence

\[
\lambda_{sq} \leq w(e) = \lambda_{pq}.
\]

This completes the proof.

**Theorem 8.35.** (Gomory and Hu [1961]) **The Gomory-Hu Algorithm works correctly.** Every undirected graph possesses a Gomory-Hu tree, and such a tree is found in \( O(n^3 \sqrt{m}) \) time.

**Proof:** The complexity of the algorithm is clearly determined by \( n - 1 \) times the complexity of finding a minimum \( s-t \)-cut, since everything else can be implemented in \( O(n^3) \) time. By Proposition 8.28 we obtain the \( O(n^3 \sqrt{m}) \) bound.

We prove that the output \( T \) of the algorithm is a Gomory-Hu tree for \((G, u)\). It should be clear that \( T \) is a tree with \( V(T) = V(G) \). Now let \( s, t \in V(G) \). Let \( P_{st} \) be the (unique) \( s-t \)-path in \( T \) and, for \( e \in E(T) \), let \( C_e \) and \( V(G) \setminus C_e \) be the connected components of \( T - e \).

Since \( \delta(C_e) \) is an \( s-t \)-cut for each \( e \in E(P_{st}) \),

\[
\lambda_{st} \leq \min_{e \in E(P_{st})} u(\delta(C_e)).
\]

On the other hand, a repeated application of Lemma 8.30 yields

\[
\lambda_{st} \geq \min_{\{v, w\} \in E(P_{st})} \lambda_{vw}.
\]

Hence applying Lemma 8.34 to the situation before execution of (6) (where each vertex \( X \) of \( T \) is a singleton) yields

\[
\lambda_{st} \geq \min_{e \in E(P_{st})} u(\delta(C_e)),
\]

so equality holds.

A similar algorithm for the same task (which might be easier to implement) was suggested by Gusfield [1990].
8.7 The Minimum Cut in an Undirected Graph

If we are only interested in a minimum capacity cut in an undirected graph $G$ with capacities $u : E(G) \rightarrow \mathbb{R}_+$, there is a simpler method using $n - 1$ flow computations: just compute the minimum $s$-$t$-cut for some fixed vertex $s$ and each $t \in V(G) \setminus \{s\}$. However, there are more efficient algorithms.

Hao and Orlin [1994] found an $O(nm \log \frac{n^2}{m})$-algorithm for determining the minimum capacity cut. They use a modified version of the Push-Relabel Algorithm.

If we just want to compute the edge-connectivity of the graph (i.e. unit capacities), the currently fastest algorithm is due to Gabow [1995] with running time $O(m + \lambda^2 n \log \frac{n}{\lambda(G)})$, where $\lambda(G)$ is the edge-connectivity (observe that $2m \geq \lambda n$). Gabow’s algorithm uses matroid intersection techniques. We remark that the Maximum Flow Problem in undirected graphs with unit capacities can also be solved faster than in general (Karger and Levine [1998]).

Nagamochi and Ibaraki [1992] found a completely different algorithm to determine the minimum capacity cut in an undirected graph. Their algorithm does not use max-flow computations at all. In this section we present this algorithm in a simplified form due to Stoer and Wagner [1997] and independently to Frank [1994]. We start with an easy definition.

**Definition 8.36.** Given a graph $G$ with capacities $u : E(G) \rightarrow \mathbb{R}_+$, we call an order $v_1, \ldots, v_n$ of the vertices an MA (maximum adjacency) order if for all $i \in \{2, \ldots, n\}$:

$$\sum_{e \in E([v_1, \ldots, v_{i-1}], \{v_i\})} u(e) = \max_{j \in \{i, \ldots, n\}} \sum_{e \in E([v_1, \ldots, v_{i-1}], \{v_j\})} u(e).$$

**Proposition 8.37.** Given a graph $G$ with capacities $u : E(G) \rightarrow \mathbb{R}_+$, an MA order can be found in $O(m + n \log n)$ time.

**Proof:** Consider the following algorithm. First set $\alpha(v) := 0$ for all $v \in V(G)$. Then for $i := 1$ to $n$ do the following: choose $v_i$ from among $V(G) \setminus \{v_1, \ldots, v_{i-1}\}$ such that it has maximum $\alpha$-value (breaking ties arbitrarily), and set $\alpha(v) := \alpha(v) + \sum_{e \in E([v_1, \ldots, v_{i-1}], [v_i])} u(e)$ for all $v \in V(G) \setminus \{v_1, \ldots, v_i\}$.

The correctness of this algorithm is obvious. By implementing it with a Fibonacci heap, storing each vertex $v$ with key $-\alpha(v)$ until it is selected, we get a running time of $O(m + n \log n)$ by Theorem 6.6 as there are $n$ INSERT-, $n$ DELETEMIN- and (at most) $m$ DECREASEKEY-operations. \[\square\]

**Lemma 8.38.** (Stoer and Wagner [1997], Frank [1994]) Let $G$ be a graph with $n := |V(G)| \geq 2$, capacities $u : E(G) \rightarrow \mathbb{R}_+$ and an MA order $v_1, \ldots, v_n$. Then

$$\lambda_{v_{n-1}v_n} = \sum_{e \in E([v_n], [v_1, \ldots, v_{n-1}])} u(e).$$
Proof: Of course we only have to show “≥”. We shall use induction on \(|V(G)| + |E(G)|\). For \(|V(G)| < 3\) the statement is trivial. We may assume that there is no edge \(e = \{v_{n-1}, v_n\} \in E(G)\), because otherwise we would delete it (both left-hand side and right-hand side decrease by \(u(e)\)) and apply the induction hypothesis.

Denote the right-hand side by \(R\). Of course \(v_1, \ldots, v_{n-1}\) is an MA order in \(G - v_n\). So by induction,

\[
\lambda^G_{v_{n-2}v_{n-1}} = \sum_{e \in E(\{v_{n-1}, \{v_1, \ldots, v_{n-2}\}\})} u(e) \geq \sum_{e \in E(\{v_n, \{v_1, \ldots, v_{n-2}\}\})} u(e) = R.
\]

Here the inequality holds because \(v_1, \ldots, v_n\) was an MA order for \(G\). The last equality is true because \(\{v_{n-1}, v_n\} \notin E(G)\). So \(\lambda^G_{v_{n-2}v_{n-1}} \geq \lambda^G_{v_{n-2}v_{n-1}} \geq R\).

On the other hand \(v_1, \ldots, v_{n-2}, v_n\) is an MA order in \(G - v_{n-1}\). So by induction,

\[
\lambda^G_{v_{n-2}v_{n-1}} = \sum_{e \in E(\{v_n, \{v_1, \ldots, v_{n-2}\}\})} u(e) = R,
\]

again because \(\{v_{n-1}, v_n\} \notin E(G)\). So \(\lambda^G_{v_{n-2}v_{n-1}} \geq \lambda^G_{v_{n-2}v_{n-1}} = R\).

Now by Lemma 8.30 \(\lambda_{v_{n-1}v_n} \geq \min\{\lambda_{v_{n-1}v_{n-2}}, \lambda_{v_{n-2}v_n}\} \geq R\).

Note that the existence of two vertices \(x, y\) with \(\lambda_{xy} = \sum_{e \in \delta(x)} u(e)\) was already shown by Mader [1972], and follows easily from the existence of a Gomory-Hu tree (Exercise 25).

Theorem 8.39. (Nagamochi and Ibaraki [1992], Stoer and Wagner [1997]) The minimum capacity cut in an undirected graph with nonnegative capacities can be found in \(O(mn + n^2 \log n)\) time.

Proof: We may assume that the given graph \(G\) is simple since we can unite parallel edges. Denote by \(\lambda(G)\) the minimum capacity of a cut in \(G\). The algorithm proceeds as follows:

Let \(G_0 := G\). In the \(i\)-th step (\(i = 1, \ldots, n-1\)) choose vertices \(x, y \in V(G_{i-1})\) with

\[
\lambda^G_{xy} = \sum_{e \in \delta_{G_{i-1}}(x)} u(e).
\]

By Proposition 8.37 and Lemma 8.38 this can be done in \(O(m + n \log n)\) time. Set \(\gamma_i := \lambda^G_{xy}\), \(z_i := x\), and let \(G_i\) result from \(G_{i-1}\) by contracting \(\{x, y\}\). Observe that

\[
\lambda(G_{i-1}) = \min\{\lambda(G_i), \gamma_i\}, \tag{8.1}
\]

because a minimum cut in \(G_{i-1}\) either separates \(x\) and \(y\) (in this case its capacity is \(\gamma_i\)) or does not (in this case contracting \(\{x, y\}\) does not change anything).

After arriving at \(G_{n-1}\) which has only one vertex, we choose an \(k \in \{1, \ldots, n-1\}\) for which \(\gamma_k\) is minimum. We claim that \(\delta(X)\) is a minimum capacity cut in \(G\), where \(X\) is the vertex set in \(G\) whose contraction resulted in the vertex \(z_k\) of \(G_{k-1}\). But this is easy to see, since by (8.1) \(\lambda(G) = \min\{\gamma_1, \ldots, \gamma_{n-1}\} = \gamma_k\) and \(\gamma_k\) is the capacity of the cut \(\delta(X)\).
A randomized contraction algorithm for finding the minimum cut (with high probability) is discussed in Exercise 29. Moreover, we mention that the vertex-connectivity of a graph can be computed by $O(n^2)$ flow computations (Exercise 30).

In this section we have shown how to minimize $f(X) := u(\delta(X))$ over $\emptyset \neq X \subset V(G)$. Note that this $f : 2^{V(G)} \to \mathbb{R}_+$ is submodular and symmetric (i.e. $f(A) = f(V(G) \setminus A)$ for all $A$). The algorithm presented here has been generalized by Queyranne [1998] to minimize general symmetric submodular functions; see Section 14.5.

**Exercises**

1. Let $(G, u, s, t)$ be a network, and let $\delta^+(X)$ and $\delta^+(Y)$ be minimum $s$-$t$-cuts in $(G, u)$. Show that $\delta^+(X \cap Y)$ and $\delta^+(X \cup Y)$ are also minimum $s$-$t$-cuts in $(G, u)$.

2. Show that in case of irrational capacities, the **Ford-Fulkerson Algorithm** may not terminate at all.

   *Hint:* Consider the following network (Figure 8.6):

![Fig. 8.6.](image)

All lines represent edges in both directions. All edges have capacity $S = \frac{1}{1-\sigma}$ except

$$u((x_1, y_1)) = 1, \quad u((x_2, y_2)) = \sigma, \quad u((x_3, y_3)) = u((x_4, y_4)) = \sigma^2$$

where $\sigma = \frac{\sqrt{5} - 1}{2}$. Note that $\sigma^n = \sigma^{n+1} + \sigma^{n+2}$.

(Ford and Fulkerson [1962])

3. Let $G$ be a digraph and $M$ the incidence matrix of $G$. Prove that for all $c, l, u \in \mathbb{Z}^{E(G)}$ with $l \leq u$:

$$\max\left\{cx : x \in \mathbb{Z}^{E(G)}, l \leq x \leq u, Mx = 0\right\} = \min\left\{y'u - y''l : y', y'' \in \mathbb{Z}_+^{E(G)}, zM + y' - y'' = c \text{ for some } z \in \mathbb{Z}^{V(G)}\right\}.$$ 

Show how this implies Theorem 8.6 and Corollary 8.7.
4. Prove Hoffman’s circulation theorem: Given a digraph $G$ and lower and upper capacities $l, u : E(G) \to \mathbb{R}_+$ with $l(e) \leq u(e)$ for all $e \in E(G)$, there is circulation $f$ with $l(e) \leq f(e) \leq u(e)$ for all $e \in E(G)$ if and only if

$$\sum_{e \in \delta^-(X)} l(e) \leq \sum_{e \in \delta^+(X)} u(e) \quad \text{for all } X \subseteq V(G).$$

Note: Hoffman’s circulation theorem in turn quite easily implies the Max-Flow-Min-Cut Theorem. (Hoffman [1960])

5. Consider a network $(G, u, s, t)$, a maximum $s$-$t$-flow $f$ and the residual graph $G_f$. Form a digraph $H$ from $G_f$ by contracting the set $S$ of vertices reachable from $s$ to a vertex $v_S$, contracting the set $T$ of vertices from which $t$ is reachable to a vertex $v_T$, and contracting each strongly connected component $X$ of $G_f - (S \cup T)$ to a vertex $v_X$. Observe that $H$ is acyclic. Prove that there is a one-to-one correspondence between the sets $X \subseteq V(G)$ for which $\delta_G^+(X)$ is a minimum $s$-$t$-cut in $(G, u)$ and the sets $Y \subseteq V(H)$ for which $\delta_H^+(Y)$ is a directed $v_T$-$v_S$-cut in $H$ (i.e. a directed cut in $H$ separating $v_T$ and $v_S$).

Note: This statement also holds for $G_f$ without any contraction instead of $H$. However, we shall use the statement in the above form in Section 20.4. (Picard and Queyranne [1980])

6. Let $G$ be a digraph and $c : E(G) \to \mathbb{R}$. We look for a set $X \subseteq V(G)$ with $s \in X$ and $t \notin X$ such that $\sum_{e \in \delta^+(X)} c(e) - \sum_{e \in \delta^-(X)} c(e)$ is minimum. Show how to reduce this problem to the MINIMUM CAPACITY CUT PROBLEM. Hint: Construct a network where all edges are incident to $s$ or $t$.

7. Let $G$ be an acyclic digraph with mappings $\sigma, \tau, c : E(G) \to \mathbb{R}_+$, and a number $C \in \mathbb{R}_+$. We look for a mapping $x : E(G) \to \mathbb{R}_+$ such that $\sigma(e) \leq x(e) \leq \tau(e)$ for all $e \in E(G)$ and $\sum_{e \in E(G)} (\tau(e) - x(e))c(e) \leq C$. Among the feasible solutions we want to minimize the length (with respect to $x$) of the longest path in $G$.

The meaning behind the above is the following. The edges correspond to jobs, $\sigma(e)$ and $\tau(e)$ stand for the minimum and maximum completion time of job $e$, and $c(e)$ is the cost of reducing the completion time of job $e$ by one unit. If there are two jobs $e = (i, j)$ and $e' = (j, k)$, job $e$ has to be finished before job $e'$ can be processed. We have a fixed budget $C$ and want to minimize the total completion time.

Show how to solve this problem using network flow techniques. (This application is known as PERT, program evaluation and review technique, or CPM, critical path method.)

Hint: Introduce one source $s$ and one sink $t$. Start with $x = \tau$ and successively reduce the length of the longest $s$-$t$-path (with respect to $x$) at the minimum possible cost. Use Exercise 7 of Chapter 7, Exercise 4 of Chapter 3, and Exercise 6. (Phillips and Dessouky [1977])

8. Let $(G, c, s, t)$ be a network such that $G$ is planar even when an edge $e = (s, t)$ is added. Consider the following algorithm. Start with the flow $f \equiv 0$ and let
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$G' := G_f$. At each step consider the boundary $B$ of a face of $G' + e$ containing $e$ (with respect to some fixed planar embedding). Augment $f$ along $B - e$. Let $G'$ consist of the forward edges of $G_f$ only and iterate as long as $t$ is reachable from $s$ in $G'$.

Prove that this algorithm computes a maximum $s$-$t$-flow. Use Theorem 2.40 to show that it can be implemented to run in $O(n^2)$ time.

(Ford and Fulkerson [1956], Hu [1969])

Note: The problem can be solved in $O(n)$ time; for general planar networks an $O(n \log n)$-algorithm has been found by Weihe [1997].

9. Show that the directed edge-disjoint version of Menger's Theorem 8.9 also follows directly from Theorem 6.17.

10. Let $G$ be a graph (directed or undirected), $x, y, z$ three vertices, and $\alpha, \beta \in \mathbb{N}$ with $\alpha \leq \lambda_{xy}, \beta \leq \lambda_{xz}$ and $\alpha + \beta \leq \max\{\lambda_{xy}, \lambda_{xz}\}$. Prove that there are $\alpha$ $x$-$y$-paths and $\beta$ $x$-$z$-paths such that these $\alpha + \beta$ paths are pairwise edge-disjoint.

11. Let $G$ be a digraph that contains $k$ edge-disjoint $s$-$t$-paths for any two vertices $s$ and $t$ (such a graph is called strongly $k$-edge-connected). Let $H$ be any digraph with $V(H) = V(G)$ and $|E(H)| = k$. Prove that the instance $(G, H)$ of the Directed Edge-Disjoint Paths Problem has a solution.

(Mader [1981] and Shiloach [1979])

12. Let $G$ be a digraph with at least $k$ edges. Prove: $G$ contains $k$ edge-disjoint $s$-$t$-paths for any two vertices $s$ and $t$ if and only if for any $k$ distinct edges $e_1 = (x_1, y_1), \ldots, e_k = (x_k, y_k)$, $G - \{e_1, \ldots, e_k\}$ contains $k$ edge-disjoint spanning arborescences $T_1, \ldots, T_k$ such that $T_i$ is rooted at $y_i$ ($i = 1, \ldots, k$).

Note: This generalizes Exercise 11. Hint: Use Theorem 6.17.

(Su [1997])

13. Let $G$ be a digraph with capacities $c : E(G) \to \mathbb{R}_+$ and $r \in V(G)$. Can one determine an $r$-cut with minimum capacity in polynomial time? Can one determine a directed cut with minimum capacity in polynomial time (or decide that $G$ is strongly connected)?

Note: The answer to the first question solves the Separation Problem for the Minimum Weight Rooted Arborescence Problem; see Corollary 6.14.

14. Show how to find a blocking flow in an acyclic network in $O(nm)$ time.

(Dinic [1970])

15. Let $(G, u, s, t)$ be a network such that $G - t$ is an arborescence. Show how to find a maximum $s$-$t$-flow in linear time.

Hint: Use DFS.

16. Let $(G, u, s, t)$ be a network such that the underlying undirected graph of $G - \{s, t\}$ is a forest. Show how to find a maximum $s$-$t$-flow in linear time.

(Vygen [2002])

17. Consider a modified version of Fujishige's Algorithm where in (5) we choose $v_i \in V(G) \setminus \{v_1, \ldots, v_{i-1}\}$ such that $b(v_i)$ is maximum, and (4) is replaced by stopping if $b(v) = 0$ for all $v \in V(G) \setminus \{v_1, \ldots, v_i\}$. Then $X$
18. Let us call a preflow $f$ maximum if $e_x(f)$ is maximum.
   (a) Show that for any maximum preflow $f$ there exists a maximum flow $f'$ with $f'(e) \leq f(e)$ for all $e \in E(G)$.
   (b) Show how a maximum preflow can be converted into a maximum flow in $O(nm)$ time. \textit{(Hint: Use a variant of the Edmonds-Karp Algorithm.)}

19. Prove that the Push-Relabel Algorithm performs $O(n^2m)$ nonsaturating pushes, independent of the choice of $v$ in $\exists$.

20. Given an acyclic digraph $G$ with weights $c : E(G) \to \mathbb{R}_+$, find a maximum weight directed cut in $G$. Show how this problem can be reduced to a minimum $s$-$t$-cut problem and be solved in $O(n^3)$ time.
   \textit{Hint: Use Exercise 6.}

21. Let $G$ be an acyclic digraph with weights $c : E(G) \to \mathbb{R}_+$. We look for the maximum weight edge set $F \subseteq E(G)$ such that no path in $G$ contains more than one edge of $F$. Show that this problem is equivalent to looking for the maximum weight directed cut in $G$ (and thus can be solved in $O(n^3)$ time by Exercise 20).

22. Given an undirected graph $G$ with capacities $u : E(G) \to \mathbb{R}_+$ and a set $T \subseteq V(G)$ with $|T| \geq 2$. We look for a set $X \subseteq V(G)$ with $T \cap X \neq \emptyset$ and $T \setminus X \neq \emptyset$ such that $\sum_{e \in \partial(X)} u(e)$ is minimum. Show how to solve this problem in $O(n^4)$ time, where $n = |V(G)|$.

23. Let $\lambda_{ij}, 1 \leq i, j \leq n$, be nonnegative numbers with $\lambda_{ij} = \lambda_{ji}$ and $\lambda_{ik} \geq \min(\lambda_{ij}, \lambda_{jk})$ for any three distinct indices $i, j, k \in \{1, \ldots, n\}$. Show that there exists a graph $G$ with $V(G) = \{1, \ldots, n\}$ and capacities $u : E(G) \to \mathbb{R}_+$ such that the local edge-connectivities are precisely the $\lambda_{ij}$.
   \textit{Hint: Consider a maximum weight spanning tree in $(K_n, c)$, where $c([i, j]) := \lambda_{ij}$.
   (Gomory and Hu [1961])}

24. Let $G$ be an undirected graph with capacities $u : E(G) \to \mathbb{R}_+$, and let $T \subseteq V(G)$ with $|T|$ even. A $T$-cut in $G$ is a cut $\delta(X)$ with $|X \cap T|$ odd. Construct a polynomial time algorithm for finding a $T$-cut of minimum capacity in $(G, u)$.
   \textit{Hint: Use a Gomory-Hu tree.
   (A solution of this exercise can be found in Section 12.3.)}

25. Let $G$ be a simple undirected graph with at least two vertices. Suppose the degree of each vertex of $G$ is at least $k$. Prove that there are two vertices $s$ and $t$ such that at least $k$ edge-disjoint $s$-$t$-paths exist. What if there is exactly one vertex with degree less than $k$?
   \textit{Hint: Consider a Gomory-Hu tree for $G$.

26. Consider the problem of determining the edge-connectivity $\lambda(G)$ of an undirected graph (with unit capacities). Section 8.7 shows how to solve this problem in $O(mn)$ time, provided that we can find an MA order of an undirected graph with unit capacities in $O(m + n)$ time. How can this be done?
27. Let $G$ be an undirected graph with an MA order $v_1, \ldots, v_n$. Let $\kappa_{uv}$ denote the maximum number of vertex-disjoint $u$-$v$-paths. Prove $\kappa_{v_{n-1}v_n} = |E(v_n, \{v_1, \ldots, v_{n-1}\})|$ (the vertex-disjoint counterpart of Lemma 8.38).

*Hint:* Prove by induction that $\kappa_{v_jv_i} = |E(v_j, \{v_1, \ldots, v_i\})|$, where $G_{ij} = G[v_1, \ldots, v_i \cup \{v_j\}]$. To do this, assume w.l.o.g. that $\{v_j, v_i\} \notin E(G)$, choose a minimal set $Z \subseteq \{v_1, \ldots, v_{i-1}\}$ separating $v_j$ and $v_i$ (Menger’s Theorem 8.10), and let $h \leq i$ be the maximum number such that $v_h \notin Z$ and $v_h$ is adjacent to $v_i$ or $v_j$.

(Frank [unpublished])

28. An undirected graph is called chordal if it has no circuit of length at least four as an induced subgraph. An order $v_1, \ldots, v_n$ of an undirected graph $G$ is called simplicial if $\{v_i, v_j\}, \{v_i, v_k\} \in E(G)$ implies $\{v_j, v_k\} \in E(G)$ for $i < j < k$.

(a) Prove that a graph with a simplicial order must be chordal.

(b) Let $G$ be a chordal graph, and let $v_1, \ldots, v_n$ be an MA order. Prove that $v_n, v_{n-1}, \ldots, v_1$ is a simplicial order.

*Hint:* Use Exercise 27 and Menger’s Theorem 8.10.

Note: The fact that a graph is chordal if and only if it has a simplicial order is due to Rose [1970].

29. Let $G$ an undirected graph with capacities $u : E(G) \to \mathbb{R}_+$. Let $\emptyset \neq A \subset V(G)$ such that $\delta(A)$ is a minimum capacity cut in $G$.

(a) Show that $u(\delta(A)) \leq \frac{2}{n} u(E(G))$. (*Hint:* Consider the trivial cuts $\delta(x), x \in V(G)$.)

(b) Consider the following procedure: We randomly choose an edge which we contract, each edge $e$ is chosen with probability $\frac{u(e)}{u(E(G))}$. We repeat this operation until there are only two vertices. Prove that the probability that we never contract an edge of $\delta(A)$ is at least $\frac{2}{(n-1)n}$.

(c) Conclude that running the randomized algorithm in (b) $kn^2$ times yields $\delta(A)$ with probability at least $1 - e^{-2k}$. (Such an algorithm with a positive probability of a correct answer is called a Monte Carlo algorithm.)

(Karger and Stein [1996]; see also Karger [2000])

30. Show how the vertex-connectivity of an undirected graph can be determined in $O(n^5)$ time.

*Hint:* Recall the proof of Menger’s Theorem.

Note: There exists an $O(n^4)$-algorithm; see (Henzinger, Rao and Gabow [2000]).

31. Let $G$ be a connected undirected graph with capacities $u : E(G) \to \mathbb{R}_+$. We are looking for a minimum capacity 3-cut, i.e. an edge set whose deletion splits $G$ into at least three connected components.

Let $\delta(X_1), \delta(X_2), \ldots$ be a list of the cuts ordered by nondecreasing capacities: $u(\delta(X_1)) \leq u(\delta(X_2)) \leq \cdots$. Assume that we know the first $2n$ elements of this list (note: they can be computed in polynomial time by a method of Vazirani and Yannakakis [1992]).
(a) Show that for some indices $i, j \in \{1, \ldots, 2n\}$ all sets $X_i \setminus X_j$, $X_j \setminus X_i$, $X_i \cap X_j$ and $V(G) \setminus (X_i \cup X_j)$ are nonempty.

(b) Show that there is a 3-cut of capacity at most $\frac{3}{2}u(\delta(X_{2n}))$.

(c) For each $i = 1, \ldots, 2n$ consider $\delta(X_i)$ plus a minimum capacity cut of $G - X_i$, and also $\delta(X_i)$ plus a minimum capacity cut of $G[X_i]$. This yields a list of at most $4n$ 3-cuts. Prove that one of them is optimum.

(Nagamochi and Ibaraki [2000])

Note: The problem of finding the optimum 3-cut separating three given vertices is much harder; see Dahlhaus et al. [1994] and Cunningham and Tang [1999].
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9. Minimum Cost Flows

In this chapter we show how we can take edge costs into account. For example, in our application of the Maximum Flow Problem to the Job Assignment Problem mentioned in the introduction of Chapter 8 one could introduce edge costs to model that the employees have different salaries; our goal is to meet a deadline when all jobs must be finished at a minimum cost. Of course, there are many more applications.

A second generalization, allowing several sources and sinks, is more due to technical reasons. We introduce the general problem and an important special case in Section 9.1. In Section 9.2 we prove optimality criteria that are the basis of the minimum cost flow algorithms presented in Sections 9.3, 9.4 and 9.5. These use algorithms of Chapter 7 for finding a minimum mean cycle or a shortest path as a subroutine. Section 9.6 concludes this chapter with an application to time-dependent flows.

9.1 Problem Formulation

We are again given a digraph $G$ with capacities $u : E(G) \to \mathbb{R}_+$, but in addition numbers $c : E(G) \to \mathbb{R}$ indicating the cost of each edge. Furthermore, we allow several sources and sinks:

**Definition 9.1.** Given a digraph $G$, capacities $u : E(G) \to \mathbb{R}_+$, and numbers $b : V(G) \to \mathbb{R}$ with $\sum_{v \in V(G)} b(v) = 0$, a $b$-flow in $(G, u)$ is a function $f : E(G) \to \mathbb{R}_+$ with $f(e) \leq u(e)$ for all $e \in E(G)$ and $\sum_{e \in \delta^+(v)} f(e) - \sum_{e \in \delta^-(v)} f(e) = b(v)$ for all $v \in V(G)$.

Thus a $b$-flow with $b \equiv 0$ is a circulation. $b(v)$ is called the balance of vertex $v$. $|b(v)|$ is sometimes called the supply (if $b(v) > 0$) or the demand (if $b(v) < 0$) of $v$. Vertices $v$ with $b(v) > 0$ are called sources, those with $b(v) < 0$ sinks.

Note that a $b$-flow can be found by any algorithm for the Maximum Flow Problem: Just add two vertices $s$ and $t$ and edges $(s, v), (v, t)$ with capacities $u((s, v)) := \max\{0, b(v)\}$ and $u((v, t)) := \max\{0, -b(v)\}$ for all $v \in V(G)$ to $G$. Then any $s$-$t$-flow of value $\sum_{v \in V(G)} u((s, v))$ in the resulting network corresponds to a $b$-flow in $G$. Thus a criterion for the existence of a $b$-flow can be derived from the Max-Flow-Min-Cut Theorem 8.6 (see Exercise 2). The problem is to find a minimum cost $b$-flow:
MINIMUM COST FLOW PROBLEM

Instance: A digraph $G$, capacities $u : E(G) \to \mathbb{R}_+$, numbers $b : V(G) \to \mathbb{R}$ with $\sum_{v \in V(G)} b(v) = 0$, and weights $c : E(G) \to \mathbb{R}$.

Task: Find a $b$-flow $f$ whose cost $c(f) := \sum_{e \in E(G)} f(e)c(e)$ is minimum (or decide that none exists).

Sometimes one also allows infinite capacities. In this case an instance can be unbounded, but this can be checked in advance easily; see Exercise 5.

The MINIMUM COST FLOW PROBLEM is quite general and has a couple of interesting special cases. The uncapacitated case ($u \equiv \infty$) is sometimes called the transshipment problem. An even more restricted problem, also known as the transportation problem, has been formulated quite early by Hitchcock [1941] and others:

HITCHCOCK PROBLEM

Instance: A digraph $G$ with $V(G) = A \cup B$ and $E(G) \subseteq A \times B$. Supplies $b(v) \geq 0$ for $v \in A$ and demands $-b(v) \geq 0$ for $v \in B$ with $\sum_{v \in V(G)} b(v) = 0$. Weights $c : E(G) \to \mathbb{R}$.

Task: Find a $b$-flow $f$ in $(G, \infty)$ of minimum cost (or decide that none exists).

In the HITCHCOCK PROBLEM it causes no loss of generality to assume that $c$ is nonnegative: Adding a constant $\alpha$ to each weight increases the cost of each $b$-flow by the same amount, namely by $\alpha \sum_{v \in A} b(v)$. Often only the special case where $c$ is nonnegative and $E(G) = A \times B$ is considered.

Obviously, any instance of the HITCHCOCK PROBLEM can be written as an instance of the MINIMUM COST FLOW PROBLEM on a bipartite graph with infinite capacities. It is less obvious that any instance of the MINIMUM COST FLOW PROBLEM can be transformed to an equivalent (but larger) instance of the HITCHCOCK PROBLEM:

Lemma 9.2. (Orden [1956], Wagner [1959]) An instance of the MINIMUM COST FLOW PROBLEM with $n$ vertices and $m$ edges can be transformed to an equivalent instance of the HITCHCOCK PROBLEM with $n + m$ vertices and $2m$ edges.

Proof: Let $(G, u, b, c)$ be an instance of the MINIMUM COST FLOW PROBLEM. We define an equivalent instance $(G', A', B', b', c')$ of the HITCHCOCK PROBLEM as follows:

Let $A' := E(G)$, $B' := V(G)$ and $G' := (A' \cup B', E_1 \cup E_2)$, where $E_1 := \{((x, y), x) : (x, y) \in E(G)\}$ and $E_2 := \{((x, y), y) : (x, y) \in E(G)\}$. Let $c'((x, x)) := 0$ for $(e, x) \in E_1$ and $c'((e, y)) := c(e)$ for $(e, y) \in E_2$. Finally let $b'(e) := u(e)$ for $e \in E(G)$ and

$$b'(x) := b(x) - \sum_{e \in \delta^+_G(x)} u(e) \quad \text{for} \ x \in V(G).$$
9.2 An Optimality Criterion

In this section we prove some simple results, in particular an optimality criterion, which will be the basis for the algorithms in the subsequent sections. We again use the concepts of residual graphs and augmenting paths. We extend the weights $c$ to $\vec{G}$ by defining $c(\vec{e}) := -c(e)$ for each edge $e \in E(G)$. Our definition of a residual graph has the advantage that the weight of an edge in a residual graph $G_f$ is independent of the flow $f$.

**Definition 9.3.** Given a digraph $G$ with capacities and a $b$-flow $f$, an $f$-augmenting cycle is a circuit in $G_f$.

The following simple observation will prove useful:

**Proposition 9.4.** Let $G$ be a digraph with capacities $u : E(G) \to \mathbb{R}_+$. Let $f$ and $f'$ be $b$-flows in $(G, u)$. Then $g : \vec{E}(G) \to \mathbb{R}_+$ defined by $g(e) := \max\{0, f'(e) - f(e)\}$ and $g(\vec{e}) := \max\{0, f(e) - f'(e)\}$ for $e \in E(G)$ is a circulation in $\vec{G}$. Furthermore, $g(e) = 0$ for all $e \notin E(G_f)$ and $c(g) = c(f') - c(f)$.

**Proof:** At each vertex $v \in V(\vec{G})$ we have
\[
\sum_{e \in \delta^+(v)} g(e) - \sum_{e \in \delta^-(v)} g(e) = \sum_{e \in \delta^+(v)} (f'(e) - f(e)) - \sum_{e \in \delta^-(v)} (f'(e) - f(e)) = b(v) - b(v) = 0,
\]
so \( g \) is a circulation in \( \vec{G} \).

For \( e \in E(\vec{G}) \setminus E(G_f) \) we consider two cases: If \( e \in E(\vec{G}) \) then \( f(e) = u(e) \) and thus \( f'(e) \leq f(e) \), implying \( g(e) = 0 \). If \( e = \vec{e}_0 \) for some \( e_0 \in E(\vec{G}) \) then \( f(e_0) = 0 \) and thus \( g(\vec{e}_0) = 0 \).

The last statement is easily verified:

\[
c(g) = \sum_{e \in E(\vec{G})} c(e) g(e) = \sum_{e \in E(\vec{G})} c(e) f'(e) - \sum_{e \in E(\vec{G})} c(e) f(e) = c(f') - c(f). \]

Just as Eulerian graphs can be partitioned into circuits, circulations can be decomposed into flows on single circuits:

**Proposition 9.5.** (Ford and Fulkerson [1962]) For any circulation \( f \) in a digraph \( G \) there is a family \( C \) of at most \( |E(G)| \) circuits in \( G \) and positive numbers \( h(C) \) (\( C \in C \)) such that \( f(e) = \sum \{ h(C) : C \in C, e \in E(C) \} \) for all \( e \in E(G) \).

**Proof:** This is a special case of Theorem 8.8.

Now we can prove an optimality criterion:

**Theorem 9.6.** (Klein [1967]) Let \((G, u, b, c)\) be an instance of the Minimum Cost Flow Problem. A \( b \)-flow \( f \) is of minimum cost if and only if there is no \( f \)-augmenting cycle with negative total weight.

**Proof:** If there is an \( f \)-augmenting cycle \( C \) with weight \( \gamma < 0 \), we can augment \( f \) along \( C \) by some \( \epsilon > 0 \) and get a \( b \)-flow \( f' \) with cost decreased by \(-\gamma \epsilon \). So \( f \) is not a minimum cost flow.

If \( f \) is not a minimum cost \( b \)-flow, there is another \( b \)-flow \( f' \) with smaller cost. Consider \( g \) as defined in Proposition 9.4. Then \( g \) is a circulation with \( c(g) < 0 \). By Proposition 9.5, \( g \) can be decomposed into flows on single circuits. Since \( g(e) = 0 \) for all \( e \notin E(G_f) \), all these circuits are \( f \)-augmenting. At least one of them must have negative total weight, proving the theorem.

This result goes back essentially to Tolstoï [1930] and has been rediscovered several times in different forms. One equivalent formulation is the following:

**Corollary 9.7.** (Ford and Fulkerson [1962]) Let \((G, u, b, c)\) be an instance of the Minimum Cost Flow Problem. A \( b \)-flow \( f \) is of minimum cost if and only if there exists a feasible potential for \((G_f, c)\).
Proof: By Theorem 9.6 $f$ is a minimum cost $b$-flow if and only if $G_f$ contains no negative circuit. By Theorem 7.7 there is no negative circuit in $(G_f, c)$ if and only if there exists a feasible potential.

Feasible potentials can also be regarded as solutions of the linear programming dual of the Minimum Cost Flow Problem. This is shown by the following different proof of the above optimality criterion:

Second Proof of Corollary 9.7: We write the Minimum Cost Flow Problem as a maximization problem and consider the LP

$$\text{max} \sum_{e \in E(G)} -c(e)x_e$$

subject to:

$$\sum_{e \in \delta^+(v)} x_e - \sum_{e \in \delta^-(v)} x_e = b(v) \quad (v \in V(G))$$

$$x_e \leq u(e) \quad (e \in E(G))$$

$$x_e \geq 0 \quad (e \in E(G))$$

and its dual

$$\text{min} \sum_{v \in V(G)} b(v)y_v + \sum_{e \in E(G)} u(e)z_e$$

subject to:

$$y_v - y_w + z_e \geq -c(e) \quad (e = (v, w) \in E(G))$$

$$z_e \geq 0 \quad (e \in E(G))$$

Let $x$ be any $b$-flow, i.e. any feasible solution of (9.1). By Corollary 3.18 $x$ is optimum if and only if there exists a feasible dual solution $(y, z)$ of (9.2) such that $x$ and $(y, z)$ satisfy the complementary slackness conditions

$$z_e(u(e) - x_e) = 0 \text{ and } x_e(c(e) + z_e + y_v - y_w) = 0 \text{ for all } e = (v, w) \in E(G).$$

So $x$ is optimum if and only if there exists a pair of vectors $(y, z)$ with

$$0 = -z_e \leq c(e) + y_v - y_w \quad \text{for } e = (v, w) \in E(G) \text{ with } x_e < u(e) \text{ and } c(e) + y_v - y_w = -z_e \leq 0 \quad \text{for } e = (v, w) \in E(G) \text{ with } x_e > 0.$$ 

This is equivalent to the existence of a vector $y$ such that $c(e) + y_v - y_w \geq 0$ for all residual edges $e = (v, w) \in E(G_x)$, i.e. to the existence of a feasible potential $y$ for $(G_x, c)$.

9.3 Minimum Mean Cycle-Cancelling Algorithm

Note that Klein’s Theorem 9.6 already suggests an algorithm: first find any $b$-flow (using a max-flow algorithm as described above), and then successively augment along negative weight augmenting cycles until no more exist. We must however be careful in choosing the cycle if we want to have polynomial running time (see Exercise 7). A good strategy is to choose an augmenting cycle with minimum mean weight each time:
MINIMUM MEAN CYCLE-CANCELLING ALGORITHM

Input: A digraph $G$, capacities $u : E(G) \rightarrow \mathbb{R}_+$, numbers $b : V(G) \rightarrow \mathbb{R}$ with $\sum_{v \in V(G)} b(v) = 0$, and weights $c : E(G) \rightarrow \mathbb{R}$.

Output: A minimum cost $b$-flow $f$.

1. Find a $b$-flow $f$.
2. Find a circuit $C$ in $G_f$ whose mean weight is minimum.
   If $C$ has nonnegative total weight (or $G_f$ is acyclic) then stop.
3. Compute $\gamma := \min_{e \in E(C)} u_f(e)$. Augment $f$ along $C$ by $\gamma$.
   Go to (2).

As described in Section 9.1, (1) can be implemented with any algorithm for the MAXIMUM FLOW PROBLEM. (2) can be implemented with the algorithm presented in Section 7.3. We shall now prove that this algorithm terminates after a polynomial number of iterations. The proof will be similar to the one in Section 8.3. Let $\mu(f)$ denote the minimum mean weight of a circuit in $G_f$. Then Theorem 9.6 says that a $b$-flow $f$ is optimum if and only if $\mu(f) \geq 0$.

We first show that $\mu(f)$ is non-decreasing throughout the algorithm. Moreover, we can show that it is strictly increasing with every $|E(G)|$ iterations. As usual we denote by $n$ and $m$ the number of vertices and edges of $G$, respectively.

Lemma 9.8. Let $f_1, f_2, \ldots$ be a sequence of $b$-flows such that $f_{i+1}$ results from $f_i$ by augmenting along $C_i$, where $C_i$ is a circuit of minimum mean weight in $G_{f_i}$. Then

(a) $\mu(f_k) \leq \mu(f_{k+1})$ for all $k$.
(b) $\mu(f_k) \leq \frac{n}{m-2} \mu(f_l)$ for all $k < l$ such that $C_k \cup C_l$ contains a pair of reverse edges.

Proof: (a): Let $f_k, f_{k+1}$ be two subsequent flows in this sequence. Consider the Eulerian graph $H$ resulting from $(V(G), E(C_k) \cup E(C_{k+1}))$ by deleting pairs of reverse edges. (Edges appearing both in $C_k$ and $C_{k+1}$ are counted twice.) $H$ is a subgraph of $G_{f_k}$ because each edge in $E(G_{f_{k+1}}) \setminus E(G_{f_k})$ must be the reverse of an edge in $E(C_k)$. Since $H$ is Eulerian, it can be decomposed into circuits, and each of these circuits has mean weight at least $\mu(f_k)$. So $c(E(H)) \geq \mu(f_k)|E(H)|$.

Since the total weight of each pair of reverse edges is zero,

$$c(E(H)) = c(E(C_k)) + c(E(C_{k+1})) = \mu(f_k)|E(C_k)| + \mu(f_{k+1})|E(C_{k+1})|.$$}

Since $|E(H)| \leq |E(C_k)| + |E(C_{k+1})|$, we conclude

$$\mu(f_k)(|E(C_k)| + |E(C_{k+1})|) \leq \mu(f_k)|E(H)| \leq c(E(H)) = \mu(f_k)|E(C_k)| + \mu(f_{k+1})|E(C_{k+1})|,$$

implying $\mu(f_{k+1}) \geq \mu(f_k)$. 


(b): By (a) it is enough to prove the statement for those $k, l$ such that for $k < i < l$, $C_i \cup C_l$ contains no pair of reverse edges.

As in the proof of (a), consider the Eulerian graph $H$ resulting from $(V(G), E(C_k) \cup E(C_l))$ by deleting pairs of reverse edges. $H$ is a subgraph of $G_{fl}$ because any edge in $E(C_l) \setminus E(G_{fl})$ must be the reverse of an edge in one of $C_k, C_{k+1}, \ldots, C_{l-1}$. But – due to the choice of $k$ and $l$ – only $C_k$ among these contains the reverse of an edge of $C_l$.

So as in (a) we have
\[ c(E(H)) \geq \mu(f_k)|E(C_k)| + \mu(f_l)|E(C_l)|. \]

Since $|E(H)| \leq |E(C_k)| + \frac{n-2}{n}|E(C_l)|$ (we deleted at least two edges) we get
\[
\mu(f_k) \left( |E(C_k)| + \frac{n-2}{n} |E(C_l)| \right) \leq \mu(f_k)|E(H)| \\
\leq c(E(H)) \\
= \mu(f_k)|E(C_k)| + \mu(f_l)|E(C_l)|,
\]

implying $\mu(f_k) \leq \frac{n}{n-2} \mu(f_l)$. \hfill \Box

**Corollary 9.9.** During the execution of the Minimum Mean Cycle-Cancelling Algorithm, $|\mu(f)|$ decreases by at least a factor of $\frac{1}{2}$ with every $mn$ iterations.

**Proof:** Let $C_k, C_{k+1}, \ldots, C_{k+m}$ be the augmenting cycles in consecutive iterations of the algorithm. Since each of these circuits contains one edge as a bottleneck edge (an edge removed afterwards from the residual graph), there must be two of these circuits, say $C_i$ and $C_j$ ($k \leq i < j \leq k+m$) whose union contains a pair of reverse edges. By Lemma 9.8 we then have
\[
\mu(f_k) \leq \mu(f_i) \leq \frac{n}{n-2} \mu(f_j) \leq \frac{n}{n-2} \mu(f_{k+m}).
\]

So $|\mu(f)|$ decreases by at least a factor of $\frac{n-2}{n}$ with every $m$ iterations. The corollary follows from this because of $(\frac{n-2}{n})^n < e^{-2} < \frac{1}{2}$. \hfill \Box

This already proves that the algorithm runs in polynomial time provided that all edge costs are integral: $|\mu(f)|$ is at most $|c_{\text{min}}|$ at the beginning, where $c_{\text{min}}$ is the minimum cost of any edge, and decreases by at least a factor of $\frac{1}{2}$ with every $mn$ iterations. So after $O(mn \log(n|c_{\text{min}}|))$ iterations, $\mu(f)$ is greater than $-\frac{1}{n}$. If the edge costs are integral, this implies $\mu(f) \geq 0$ and the algorithm stops. So by Corollary 7.14, the running time is $O \left( m^2 n^2 \log(n|c_{\text{min}}|) \right)$.

Even better, we can also derive a strongly polynomial running time for the Minimum Cost Flow Problem (first obtained by Tardos [1985]):

**Theorem 9.10.** (Goldberg and Tarjan [1989]) The Minimum Mean Cycle-Cancelling Algorithm runs in $O \left( m^3 n^2 \log n \right)$ time.
Proof: We show that every \( mn(\lceil \log n \rceil + 1) \) iterations at least one edge is fixed, i.e. the flow on this edge will not change anymore. Therefore there are at most \( O(m^2 \log n) \) iterations. Using Corollary 8.15 for (1) and Corollary 7.14 for (2) then proves the theorem.

Let \( f \) be the flow at some iteration, and let \( f' \) be the flow \( mn(\lceil \log n \rceil + 1) \) iterations later. Define weights \( c' \) by \( c'(e) := c(e) - \mu(f') \) (\( e \in E(G_{f'}) \)). Let \( \pi \) be a feasible potential of \( (G_{f'}, c') \) (which exists by Theorem 7.7). We have
\[
0 \leq c'(e) = c(\pi) - \mu(f'),
\]
so
\[
c_{\pi}(e) \geq \mu(f') \quad \text{for all } e \in E(G_{f'}). \tag{9.3}
\]

Now let \( C \) be the circuit of minimum mean weight in \( G_f \) that is chosen in the algorithm to augment \( f \). Since by Corollary 9.9
\[
\mu(f') \leq 2^{\lceil \log n \rceil + 1} \mu(f') \leq 2n\mu(f')
\]
(see Figure 9.2), we have
\[
\sum_{e \in E(C)} c_{\pi}(e) = \sum_{e \in E(C)} c(e) = \mu(f)|E(C)| \leq 2n\mu(f')|E(C)|.
\]
So let \( e_0 = (x, y) \in E(C) \) with \( c_{\pi}(e_0) \leq 2n\mu(f') \). By (9.3) we have \( e_0 \notin E(G_{f'}) \).

<table>
<thead>
<tr>
<th>( \mu(f) )</th>
<th>( 2n\mu(f') )</th>
<th>( \mu(f') )</th>
<th>0</th>
</tr>
</thead>
</table>

Fig. 9.2.

Claim: For any \( b \)-flow \( f'' \) with \( e_0 \in E(G_{f''}) \) we have \( \mu(f'') < \mu(f') \).

By Lemma 9.8(a) the claim implies that \( e_0 \) will never be in the residual graph anymore, i.e. \( e_0 \) and \( e_0 \) are fixed \( mn(\lceil \log n \rceil + 1) \) iterations after \( e_0 \) is used in \( C \). This completes the proof.

To prove the claim, let \( f'' \) be a \( b \)-flow with \( e_0 \in E(G_{f''}) \). We apply Proposition 9.4 to \( f' \) and \( f'' \) and obtain a circulation \( g \) with \( g(e) = 0 \) for all \( e \not\in E(G_{f'}) \) and \( g(e_0) > 0 \) (because \( e_0 \in E(G_{f''}) \setminus E(G_{f'}) \)).

By Proposition 9.5, \( g \) can be written as the sum of flows on \( f' \)-augmenting cycles. One of these circuits, say \( W \), must contain \( e_0 \). By using \( c_{\pi}(e_0) = -c_{\pi}(e_0) \geq -2n\mu(f') \) and applying (9.3) to all \( e \in E(W) \backslash \{e_0\} \) we obtain a lower bound for the total weight of \( W \):
\[
c(E(W)) = \sum_{e \in E(W)} c_{\pi}(e) \geq -2n\mu(f') + (n - 1)\mu(f') > -n\mu(f').
\]

But the reverse of \( W \) is an \( f'' \)-augmenting cycle (this can be seen by exchanging the roles of \( f' \) and \( f'' \)), and its total weight is less than \( n\mu(f') \). This means that \( G_{f''} \) contains a circuit whose mean weight is less than \( \mu(f') \), and so the claim is proved. \( \square \)
## 9.4 Successive Shortest Path Algorithm

The following theorem gives rise to another algorithm:

**Theorem 9.11.** (Jewell [1958], Iri [1960], Busacker and Gowen [1961]) Let \((G, u, b, c)\) be an instance of the **Minimum Cost Flow Problem**, and let \(f\) be a minimum cost \(b\)-flow. Let \(P\) be a shortest (with respect to \(c\)) \(s\)-\(t\)-path \(P\) in \(G_f\) (for some \(s\) and \(t\)). Let \(f'\) be a flow obtained when augmenting \(f\) along \(P\) by at most the minimum residual capacity on \(P\). Then \(f'\) is a minimum cost \(b'\)-flow (for some \(b'\)).

**Proof:** \(f'\) is a \(b'\)-flow for some \(b'\). Suppose \(f'\) is not a minimum cost \(b'\)-flow. Then by Theorem 9.6 there is a circuit \(C\) in \(G_f\) with negative total weight. Consider the graph \(H\) resulting from \((V(G), E(C) \cup E(P))\) by deleting pairs of reverse edges. (Again, edges appearing both in \(C\) and \(P\) are taken twice.)

For any edge \(e \in E(G_f) \setminus E(G_f)\), the reverse of \(e\) must be in \(E(P)\). Therefore \(E(H) \subseteq E(G_f)\).

We have \(c(E(H)) = c(E(C)) + c(E(P)) < c(E(P))\). Furthermore, \(H\) is the union of an \(s\)-\(t\)-path and some circuits. But since \(E(H) \subseteq E(G_f)\), none of the circuits can have negative weight (otherwise \(f\) would not be a minimum cost \(b\)-flow).

Therefore \(H\), and thus \(G_f\), contains an \(s\)-\(t\)-path of less weight than \(P\), contradicting the choice of \(P\). \(\square\)

If the weights are conservative, we can start with \(f \equiv 0\) as an optimum circulation (\(b\)-flow with \(b \equiv 0\)). Otherwise we can initially saturate all edges of negative cost and bounded capacity. This changes the \(b\)-values but guarantees that there is no negative augmenting cycle (i.e. \(c\) is conservative for \(G_f\)) unless the instance is unbounded.

### Successive Shortest Path Algorithm

**Input:** A digraph \(G\), capacities \(u : E(G) \rightarrow \mathbb{R}_+\), numbers \(b : V(G) \rightarrow \mathbb{R}\) with \(\sum_{v \in V(G)} b(v) = 0\), and conservative weights \(c : E(G) \rightarrow \mathbb{R}\).

**Output:** A minimum cost \(b\)-flow \(f\).

1. Set \(b' := b\) and \(f(e) := 0\) for all \(e \in E(G)\).
2. If \(b' = 0\) **then** stop, otherwise choose a vertex \(s\) with \(b'(s) > 0\).
   - Choose a vertex \(t\) with \(b'(t) < 0\) such that \(t\) is reachable from \(s\) in \(G_f\).
   - **If** there is no such \(t\) **then** stop. (There exists no \(b\)-flow.)
3. Find an \(s\)-\(t\)-path \(P\) in \(G_f\) of minimum weight.
If we allow arbitrary capacities, we have the same problems as with the Ford-
Fulkerson Algorithm (see Exercise 2 of Chapter 8; set all costs to zero). So
henceforth we assume \( u \) and \( b \) to be integral. Then it is clear that the
algorithm stops after at most \( B := \frac{1}{2} \sum_{v \in V(G)} |b(v)| \) augmentations. By Theorem 9.11, the
resulting flow is optimum if the initial zero flow is optimum. This is true if and
only if \( c \) is conservative.

We remark that if the algorithm decides that there is no \( b \)-flow, this decision
is indeed correct. This is an easy observation, left as Exercise 11.

Each augmentation requires a shortest path computation. Since negative weights
occur, we have to use the Moore-Bellman-Ford Algorithm whose running
time is \( O(nm) \) (Theorem 7.5), so the overall running time will be \( O(Bnm) \).
However, as in the proof of Theorem 7.9, it can be arranged that (except at the
beginning) the shortest paths are computed in a graph with nonnegative weights:

**Theorem 9.12.** ([Tomizawa [1971], Edmonds and Karp [1972]]) For integral
capacities and supplies, the Successive Shortest Path Algorithm can be implemented with
a running time of \( O(nm + B(m + n \log n)) \), where \( B = \frac{1}{2} \sum_{v \in V(G)} |b(v)| \).

**Proof:** It is convenient to assume that there is only one source \( s \). Otherwise we
introduce a new vertex \( s \) and edges \((s, v)\) with capacity \( \max\{0, b(v)\} \) and zero
cost for all \( v \in V(G) \). Then we can set \( b(s) := B \) and \( b(v) := 0 \) for each former
source \( v \). In this way we obtain an equivalent problem with only one source.
Moreover, we may assume that every vertex is reachable from \( s \) (other vertices
can be deleted).

We introduce potentials \( \pi_i : V(G) \rightarrow \mathbb{R} \) for each iteration \( i \) of the Successive
Shortest Path Algorithm. We start with any feasible potential \( \pi_0 \) of \((G, c)\). By
Corollary 7.8, this exists and can be computed in \( O(mn) \) time.

Now let \( f_{i-1} \) be the flow before iteration \( i \). Then the shortest path computation
in iteration \( i \) is done with the reduced costs \( c_{\pi_{i-1}} \) instead of \( c \). Let \( l_i(v) \) denote
the length of a shortest \( s-v \)-path in \( G_{f_{i-1}} \) with respect to the weights \( c_{\pi_{i-1}} \). Then we
set \( \pi_i(v) := \pi_{i-1}(v) + l_i(v) \).

We prove by induction on \( i \) that \( \pi_i \) is a feasible potential for \((G_{f_i}, c)\). This
is clear for \( i = 0 \). For \( i > 0 \) and any edge \( e = (x, y) \in E(G_{f_{i-1}}) \) we have (by
definition of \( l_i \) and the induction hypothesis)

\[
l_i(y) \leq l_i(x) + c_{\pi_{i-1}}(e) = l_i(x) + c(e) + \pi_{i-1}(x) - \pi_{i-1}(y),
\]

so

\[
c_{\pi_i}(e) = c(e) + \pi_i(x) - \pi_i(y) = c(e) + \pi_{i-1}(x) + l_i(x) - \pi_{i-1}(y) + l_i(y) \geq 0.
\]
For any edge \( e = (x, y) \in P_i \) (where \( P_i \) is the augmenting path in iteration \( i \)) we have

\[
l_i(y) = l_i(x) + c_{\pi_{i-1}}(e) = l_i(x) + c(e) + \pi_{i-1}(x) - \pi_{i-1}(y),
\]

so \( c_{\pi_i}(e) = 0 \), and the reverse edge of \( e \) also has zero weight. Since each edge in \( E(G_{f_i}) \setminus E(G_{f_{i-1}}) \) is the reverse of an edge in \( P_i \), \( c_{\pi_i} \) is indeed a nonnegative weight function on \( E(G_{f_i}) \).

We observe that, for any \( i \) and any \( t \), the shortest \( s-t \)-paths with respect to \( c \) are precisely the shortest \( s-t \)-paths with respect to \( c_{\pi_i} \), because \( c_{\pi_i}(P) - c(P) = \pi_i(s) - \pi_i(t) \) for any \( s-t \)-path \( P \).

Hence we can use \textsc{Dijkstra’s Algorithm} – which runs in \( O(m + n \log n) \) time when implemented with a Fibonacci heap by Theorem 7.4 – for all shortest path computations except the initial one. Since we have at most \( B \) iterations, we obtain an overall running time of \( O(nm + B(m + n \log n)) \).

Note that (in contrast to many other problems, e.g. the \textsc{Maximum Flow Problem}) we cannot assume without loss of generality that the input graph is simple when considering the \textsc{Minimum Cost Flow Problem}. The running time of Theorem 9.12 is still exponential unless \( B \) is known to be small. If \( B = O(n) \), this is the fastest algorithm known. For an application, see Section 11.1.

In the rest of this section we show how to modify the algorithm in order to reduce the number of shortest path computations. We only consider the case when all capacities are infinite. By Lemma 9.2 each instance of the \textsc{Minimum Cost Flow Problem} can be transformed to an equivalent instance with infinite capacities.

The basic idea – due to Edmonds and Karp [1972] – is the following. In early iterations we consider only augmenting paths where \( \gamma \) – the amount of flow that can be pushed – is large. We start with \( \gamma = 2^{\lfloor \log b_{\text{max}} \rfloor} \) and reduce \( \gamma \) by a factor of two if no more augmentations by \( \gamma \) can be done. After \( \lfloor \log b_{\text{max}} \rfloor + 1 \) iterations we have \( \gamma = 1 \) and stop (we again assume \( b \) to be integral). Such a scaling technique has proved useful for many algorithms (see also Exercise 12). A detailed description of the first scaling algorithm reads as follows:

<table>
<thead>
<tr>
<th><strong>Capacity Scaling Algorithm</strong></th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Input:</strong> A digraph ( G ) with infinite capacities ( u(e) = \infty \ (e \in E(G)) ), numbers ( b : V(G) \to \mathbb{Z} ) with ( \sum_{v \in V(G)} b(v) = 0 ), and conservative weights ( c : E(G) \to \mathbb{R} ).</td>
</tr>
<tr>
<td><strong>Output:</strong> A minimum cost ( b )-flow ( f ).</td>
</tr>
</tbody>
</table>

1. Set \( b' := b \) and \( f(e) := 0 \) for all \( e \in E(G) \).
   Set \( \gamma = 2^{\lfloor \log b_{\text{max}} \rfloor} \), where \( b_{\text{max}} = \max\{b(v) : v \in V(G)\} \).
If \( b' = 0 \) then stop.

- **else** choose a vertex \( s \) with \( b'(s) \geq \gamma \).
  Choose a vertex \( t \) with \( b'(t) \leq -\gamma \) such that \( t \) is reachable from \( s \) in \( G_f \).
  If there is no such \( s \) or \( t \) then go to 5.

3. Find an \( s\text{-}t \)-path \( P \) in \( G_f \) of minimum weight.

4. Set \( b'(s) := b'(s) - \gamma \) and \( b'(t) := b'(t) + \gamma \). Augment \( f \) along \( P \) by \( \gamma \).

- **Go to 2.**

5. If \( \gamma = 1 \) then stop. (There exists no \( b \)-flow.)

- **Else** set \( \gamma := \frac{\gamma}{2} \) and go to 2.

---

**Theorem 9.13.** (Edmonds and Karp [1972]) The **Capacity Scaling Algorithm** correctly solves the Minimum Cost Flow Problem for integral \( b \), infinite capacities and conservative weights. It can be implemented to run in \( O(n(m + n \log n) \log b_{\text{max}}) \) time, where \( b_{\text{max}} = \max\{b(v) : v \in V(G)\} \).

**Proof:** As above, the correctness follows directly from Theorem 9.11. Note that at any time, the residual capacity of any edge is either infinite or a multiple of \( \gamma \).

To establish the running time, we call the period in which \( \gamma \) remains constant a **phase**. We prove that there are less than \( 4n \) augmentations within each phase. Suppose this is not true. For some value of \( \gamma \), let \( f \) and \( g \) be the flow at the beginning and at the end of the \( \gamma \)-phase, respectively. \( g - f \) can be regarded as a \( b'' \)-flow in \( G_f \), where

\[
\sum_{x \in V(G)} b''(x) \geq 8n \gamma.
\]

Let \( S := \{x \in V(G) : b''(x) > 0\} \), \( S^+ := \{x \in V(G) : b''(x) \geq 2\gamma\} \), \( T := \{x \in V(G) : b''(x) < 0\} \), \( T^+ := \{x \in V(G) : b''(x) \leq -2\gamma\} \). If there had been a path from \( S^+ \) to \( T^+ \) in \( G_f \), the \( 2\gamma \)-phase would have continued. Therefore the total \( b'' \)-value of all sinks reachable from \( S^+ \) in \( G_f \) is greater than \( n(-2\gamma) \). Therefore (note that there exists a \( b'' \)-flow in \( G_f \))

\[
\sum_{x \in S^+} b''(x) < 2n \gamma.
\]

Now we have

\[
\sum_{x \in V(G)} b''(x) = 2 \sum_{x \in S} b''(x) = 2 \left( \sum_{x \in S^+} b''(x) + \sum_{x \in S \setminus S^+} b''(x) \right) < 2(2n \gamma + 2n \gamma) = 8n \gamma,
\]

a contradiction.

This means that the total number of shortest path computations is \( O(n \log b_{\text{max}}) \). Combining this with the technique of Theorem 9.12 we obtain the \( O(mn + n \log b_{\text{max}}(m + n \log n)) \) bound.

This was the first polynomial-time algorithm for the Minimum Cost Flow Problem. By some further modifications we can even obtain a strongly polynomial running time. This is the subject of the next section.
9.5 Orlin’s Algorithm

The Capacity Scaling Algorithm of the previous section can be improved further. A basic idea is that if an edge carries more than $8n\gamma$ units of flow at any stage of the Capacity Scaling Algorithm, it may be contracted. Namely, observe that such an edge will always keep a positive flow (and thus zero reduced cost with respect to any feasible potential in the residual graph): there are at most $4n$ more augmentations by $\gamma$, another $4n$ by $\frac{\gamma}{2}$ and so on; hence the total amount of flow moved in the rest of the algorithm is less than $8n\gamma$.

We shall describe Orlin’s Algorithm without explicitly using contraction. This simplifies the description, especially from the point of view of implementing the algorithm. A set $F$ keeps track of the edges (and their reverse edges) that can be contracted. A representative is chosen out of each connected component of $(V(G), F)$. The algorithm maintains the property that the representative of a connected component is its only non-balanced vertex. For any vertex $x$, $r(x)$ denotes the representative of the connected component of $(V(G), F)$ containing $x$.

Orlin’s Algorithm does not require that $b$ is integral. However, it can deal with uncapacitated problems only (but recall Lemma 9.2).

### Orlin’s Algorithm

**Input:** A digraph $G$ with infinite capacities $u(e) = \infty$ ($e \in E(G)$), numbers $b : V(G) \rightarrow \mathbb{R}$ with $\sum_{v \in V(G)} b(v) = 0$, and conservative weights $c : E(G) \rightarrow \mathbb{R}$.

**Output:** A minimum cost $b$-flow $f$.

1. Set $b' := b$ and $f(e) := 0$ for all $e \in E(G)$.  
   Set $r(v) := v$ for all $v \in V(G)$. Set $F := \emptyset$.  
   Set $\gamma = \max_{v \in V(G)} |b'(v)|$.

2. If $b' = 0$ then stop.

3. Choose a vertex $s$ with $b'(s) > \frac{n-1}{n}\gamma$.  
   If there is no such $s$ then go to (4).  
   Choose a vertex $t$ with $b'(t) < -\frac{1}{n}\gamma$ such that $t$ is reachable from $s$ in $G_f$.  
   If there is no such $t$ then stop. (There exists no $b$-flow.)
   **Go to (5).**

4. Choose a vertex $t$ with $b'(t) < -\frac{n-1}{n}\gamma$.  
   If there is no such $t$ then go to (6).  
   Choose a vertex $s$ with $b'(s) > \frac{1}{n}\gamma$ such that $t$ is reachable from $s$ in $G_f$.  
   If there is no such $s$ then stop. (There exists no $b$-flow.)

5. Find an $s$-$t$-path $P$ in $G_f$ of minimum weight.  
   Set $b'(s) := b'(s) - \gamma$ and $b'(t) := b'(t) + \gamma$. Augment $f$ along $P$ by $\gamma$.  
   **Go to (2).**
If $f(e) = 0$ for all $e \in E(G) \setminus F$ then set $\gamma := \min \left\{ \frac{\gamma}{2}, \max_{v \in V(G)} |b'(v)| \right\}$, else set $\gamma := \frac{\gamma}{2}$.

For all $e = (x, y) \in E(G) \setminus F$ with $r(x) \neq r(y)$ and $f(e) > 8n\gamma$ do:

Set $F := F \cup \{e, \bar{e}\}$.

Let $x' := r(x)$ and $y' := r(y)$. Let $Q$ be the $x'$-$y'$-path in $F$.

If $b'(x') > 0$ then augment $f$ along $Q$ by $b'(x')$, else augment $f$ along the reverse of $Q$ by $-b'(x')$.

Set $b'(y') := b'(y') + b'(x')$ and $b'(x') := 0$.

Set $r(z) := y'$ for all vertices $z$ reachable from $y'$ in $F$.

Go to 2.

This algorithm is due to Orlin [1993]. See also (Plotkin and Tardos [1990]). Let us first prove its correctness. Let us call the time between two changes of $\gamma$ a phase.

Lemma 9.14. Orlin’s Algorithm solves the uncapacitated Minimum Cost Flow Problem with conservative weights correctly. At any stage $f$ is a minimum-cost $(b - b')$-flow.

Proof: We first prove that $f$ is always a $(b - b')$-flow. In particular, we have to show that $f$ is always nonnegative. To prove this, we first observe that at any time the residual capacity of any edge not in $F$ is either infinite or an integer multiple of $\gamma$. Moreover we claim that an edge $e \in F$ always has positive residual capacity. To see this, observe that any phase consists of at most $n - 1$ augmentations by less than $2^{\frac{n-1}{n}}\gamma$ in 7 and at most $2n$ augmentations by $\gamma$ in 5; hence the total amount of flow moved after $e$ has become a member of $F$ in the $\gamma$-phase is less than $8n\gamma$.

Hence $f$ is always nonnegative and thus it is always a $(b - b')$-flow. We now claim that $f$ is always a minimum cost $(b - b')$-flow and that each $v$-$w$-path in $F$ is a shortest $v$-$w$-path in $G_f$. Indeed, the first statement implies the second one, since by Theorem 9.6 for a minimum cost flow $f$ there is no negative circuit in $G_f$. Now the claim follows from Theorem 9.11: $P$ in 5 and $Q$ in 7 are both shortest paths.

We finally show that if the algorithm stops in 3 or 4 with $b' \neq 0$, there is indeed no $b$-flow. Suppose the algorithm stops in 3, implying that there is a vertex $s$ with $b'(s) > \frac{\gamma}{n-1}$, but that no vertex $t$ with $b'(t) < -\frac{\gamma}{2}$ is reachable from $s$ in $G_f$. Then let $R$ be the set of vertices reachable from $s$ in $G_f$. Since $f$ is a $(b - b')$-flow, $\sum_{x \in R}(b(x) - b'(x)) = 0$. Therefore we have

$$\sum_{x \in R} b(x) = \sum_{x \in R} (b(x) - b'(x)) + \sum_{x \in R} b'(x) = \sum_{x \in R} b'(x) = b'(s) + \sum_{x \in R \setminus \{s\}} b'(x) > 0.$$  

This proves that no $b$-flow exists. An analogous proof applies in the case that the algorithm stops in 4. \qed
We now analyse the running time.

**Lemma 9.15.** (Plotkin and Tardos [1990]) If at some stage of the algorithm $|b'(s)| > \frac{n-1}{n} \gamma$ for a vertex $s$, then the connected component of $(V(G), F)$ containing $s$ increases during the next $[2 \log n + \log m] + 4$ phases.

**Proof:** Let $|b'(s)| > \frac{n-1}{n} \gamma_1$ for a vertex $s$ at the beginning of some phase of the algorithm where $\gamma = \gamma_1$. Let $\gamma_0$ be the $\gamma$-value in the preceding phase, and $\gamma_2$ the $\gamma$-value $[2 \log n + \log m] + 4$ phases later. We have $\gamma_0 \geq \gamma_1 \geq \gamma_2$. Let $b'_1$ and $f_1$ be the $b'$ and $f$ at the beginning of the $\gamma_1$-phase, respectively, and let $b'_2$ and $f_2$ be the $b'$ and $f$ at the end of the $\gamma_2$-phase, respectively.

Let $S$ be the connected component of $(V(G), F)$ containing $s$ in the $\gamma_1$-phase, and suppose that this remains unchanged for the $[2 \log n + \log m] + 4$ phases considered. Note that (7) guarantees $b'(v) = 0$ for all vertices $v$ with $r(v) \neq v$. Hence $b'(v) = 0$ for all $v \in S \setminus \{s\}$ and

$$\sum_{x \in S} b(x) - b'_1(s) = \sum_{x \in S} (b(x) - b'_1(x)) = \sum_{e \in \delta^+(S)} f_1(e) - \sum_{e \in \delta^-(S)} f_1(e). \tag{9.4}$$

We claim that

$$\left| \sum_{x \in S} b(x) \right| \geq \frac{1}{n} \gamma_1. \tag{9.5}$$

If $\gamma_1 < \frac{n}{2}$, then each edge not in $F$ has zero flow, so the right-hand side of (9.4) is zero, implying $\left| \sum_{x \in S} b(x) \right| = |b'_1(s)| > \frac{n-1}{n} \gamma_1 \geq \frac{1}{n} \gamma_1$.

In the other case ($\gamma_1 = \frac{n}{2}$) we have

$$\frac{1}{n} \gamma_1 \leq \frac{n-1}{n} \gamma_1 < |b'_1(s)| \leq \frac{n}{n} \gamma_0 = \gamma_0 - \frac{2}{n} \gamma_1. \tag{9.6}$$

Since the flow on any edge not in $F$ is a multiple of $\gamma_0$, the expression in (9.4) is also a multiple of $\gamma_0$. This together with (9.6) implies (9.5).

Now consider the total $f_2$-flow on edges leaving $S$ minus the total flow on edges entering $S$. Since $f_2$ is a $(b - b'_2)$-flow, this is $\sum_{x \in S} b(x) - b'_2(s)$. Using (9.5) and $|b'_2(s)| \leq \frac{n-1}{n} \gamma_2$ we obtain

$$\sum_{e \in \delta^+(S) \cup \delta^-(S)} |f_2(e)| \geq \left| \sum_{x \in S} b(x) \right| - |b'_2(s)| \geq \frac{1}{n} \gamma_1 - \frac{n-1}{n} \gamma_2 \geq (16nm - 1) \gamma_2 > m(8n) \gamma_2.$$

Thus there exists at least one edge $e$ with exactly one end in $S$ and $f_2(e) > 8n \gamma_2$.

By (7) of the algorithm, this means that $S$ is increased. \(\square\)

**Theorem 9.16.** (Orlin [1993]) **Orlin’s Algorithm** solves the uncapacitated *Minimum Cost Flow Problem* with conservative weights correctly in $O(n \log m (m + n \log n))$ time.
Proof: The correctness has been proved above (Lemma 9.14). \( \varpi \) takes \( O(mn) \) total time. Lemma 9.15 implies that the total number of phases is \( O(n \log m) \). Moreover, it says the following: For a vertex \( s \) and a set \( S \subseteq V(G) \) there are at most \( [2 \log n + \log m] + 4 \) augmentations in \( \varpi \) starting at \( s \) while \( S \) is the connected component of \( (V(G), F) \) containing \( s \). Since all vertices \( v \) with \( r(v) \neq v \) have \( b'(v) = 0 \) at any time, there are at most \( [2 \log n + \log m] + 4 \) augmentations for each set \( S \) that is at some stage of the algorithm a connected component of \( F \). Since the family of these sets is laminar, there are at most \( 2n - 1 \) such sets (Corollary 2.15) and thus \( O(n \log m) \) augmentations in \( \varpi \) altogether.

Using the technique of Theorem 9.12, we obtain an overall running time of \( O(mn + (n \log m)(m + n \log n)) \).

This is the best known running time for the uncapacitated Minimum Cost Flow Problem.

Theorem 9.17. (Orlin [1993]) The general Minimum Cost Flow Problem can be solved in \( O(m \log m(m + n \log n)) \) time, where \( n = |V(G)| \) and \( m = |E(G)| \).

Proof: We apply the construction given in Lemma 9.2. Thus we have to solve an uncapacitated Minimum Cost Flow Problem on a bipartite graph \( H \) with \( V(H) = A' \cup B' \), where \( A' = E(G) \) and \( B' = V(G) \). Since \( H \) is acyclic, an initial feasible potential can be computed in \( O(|E(H)|) = O(m) \) time. As shown above (Theorem 9.16), the overall running time is bounded by \( O(m \log m) \) shortest path computations in a subgraph of \( \widehat{H} \) with nonnegative weights.

Before we call Dijkstra’s Algorithm we apply the following operation to each vertex \( a \in A' \) that is not an endpoint of the path we are looking for: add an edge \((b, b')\) for each pair of edges \((b, a), (a, b')\) and set its weight to the sum of the weights of \((b, a)\) and \((a, b')\); finally delete \( a \). Clearly the resulting instance of the Shortest Path Problem is equivalent. Since each vertex in \( A' \) has four incident edges in \( \widehat{H} \), the resulting graph has \( O(m) \) edges and at most \( n + 2 \) vertices. The preprocessing takes constant time per vertex, i.e. \( O(m) \). The same holds for the final computation of the path in \( \widehat{H} \) and of the distance labels of the deleted vertices. We get an overall running time of \( O((m \log m)(m + n \log n)) \).

This is the fastest known strongly polynomial algorithm for the general Minimum Cost Flow Problem. An algorithm which achieves the same running time but works directly on capacitated instances has been described by Vygen [2002].

9.6 Flows Over Time

We now consider flows over time (also sometimes called dynamic flows); i.e. the flow value on each edge may change over time, and flow entering an edge arrives at the endvertex after a specified delay:
**Definition 9.18.** Let \((G, u, s, t)\) be a network with transit times \(l : E(G) \to \mathbb{R}_+\) and a time horizon \(T \in \mathbb{R}_+\). Then an \(s\)-\(t\) flow over time \(f\) consists of a Lebesgue-measurable function \(f_e : [0, T] \to \mathbb{R}_+\) for each \(e \in E(G)\) with \(f_e(\tau) \leq u(e)\) for all \(\tau \in [0, T]\) and \(e \in E(G)\) and

\[
\text{ex}_f(v, a) := \sum_{e \in \delta^-(v)} \int_0^{a-l(e)} f_e(\tau) \, d\tau - \sum_{e \in \delta^+(v)} \int_0^a f_e(\tau) \, d\tau \geq 0 \quad (9.7)
\]

for all \(v \in V(G) \setminus \{s\}\) and \(a \in [0, T]\).

\(f_e(\tau)\) is called the rate of flow entering \(e\) at time \(\tau\) (and leaving this edge \(l(e)\) time units later). (9.7) allows intermediate storage at vertices, like in \(s\)-\(t\)-preflows.

It is natural to maximize the flow arriving at sink \(t\):

**Maximum Flow Over Time Problem**

**Instance:** A network \((G, u, s, t)\). Transit times \(l : E(G) \to \mathbb{R}_+\) and a time horizon \(T \in \mathbb{R}_+\).

**Task:** Find an \(s\)-\(t\)-flow over time \(f\) such that value \((f) := \text{ex}_f(t, T)\) is maximum.

Following Ford and Fulkerson [1958], we show that this problem can be reduced to the Minimum Cost Flow Problem.

**Theorem 9.19.** The Maximum Flow Over Time Problem can be solved in the same time as the Minimum Cost Flow Problem.

**Proof:** Given an instance \((G, u, s, t, l, T)\) as above, define a new edge \(e' = (t, s)\) and \(G' := G + e'\). Set \(u(e') := u(E(G))\), \(c(e') := -T\) and \(c(e) := l(e)\) for \(e \in E(G)\). Consider the instance \((G', u, 0, c)\) of the Minimum Cost Flow Problem. Let \(f'\) be an optimum solution, i.e. a minimum cost (with respect to \(c\)) circulation in \((G', u)\). By Proposition 9.5, \(f'\) can be decomposed into flows on circuits, i.e. there is a set \(C\) of circuits in \(G'\) and positive numbers \(h : C \to \mathbb{R}_+\) such that \(f'(e) = \sum \{h(C) : C \in C, e \in E(C)\}\). We have \(c(C) \leq 0\) for all \(C \in C\) as \(f'\) is a minimum cost circulation.

Let \(C \in C\) with \(c(C) < 0\). \(C\) must contain \(e'\). For \(e = (v, w) \in E(C) \setminus \{e'\}\), let \(d^C_e\) be the distance from \(s\) to \(v\) in \((C, c)\). Set

\[
f^*_e(\tau) := \sum \{h(C) : C \in C, c(C) < 0, e \in E(C), d^C_e \leq \tau \leq d^C_e - c(C)\}
\]

for \(e \in E(G)\) and \(\tau \in [0, T]\). This defines an \(s\)-\(t\)-flow over time without intermediate storage (i.e. \(\text{ex}_f(v, a) = 0\) for all \(v \in V(G) \setminus \{s, t\}\) and all \(a \in [0, T]\)). Moreover,

\[
\text{value} (f^*) = \sum_{e \in \delta^-(t)} \int_0^{T-l(e)} f^*_e(\tau) \, d\tau = - \sum_{e \in E(G')} c(e) f'(e).
\]
We claim that \( f^* \) is optimum. To see this, let \( f \) be any \( s\!-\!t \)-flow over time, and set \( f_e(\tau) := 0 \) for \( e \in E(G) \) and \( \tau \notin [0, T] \). Let \( \pi(v) := \text{dist}(G'_f,c)(s,v) \) for \( v \in V(G) \). As \( G'_f \) contains no negative circuit (cf. Theorem 9.6), \( \pi \) is a feasible potential in \((G'_f,c)\). We have

\[
\text{value}(f) = \text{ex}_f(t,T) \leq \sum_{v \in V(G)} \text{ex}_f(v,\pi(v))
\]

because of (9.7), \( \pi(t) = T, \pi(s) = 0 \) and \( 0 \leq \pi(v) \leq T \) for all \( v \in V(G) \). Hence

\[
\text{value}(f) \leq \sum_{\tau = (v,w) \in E(G)} \left( \int_0^{\pi(w)-l(e)} f_e(\tau) d\tau - \int_0^{\pi(v)} f_e(\tau) d\tau \right)
\]

\[
\leq \sum_{\tau = (v,w) \in E(G) : \pi(w)-l(e) > \pi(v)} (\pi(w) - l(e) - \pi(v)) u(e)
\]

\[
= \sum_{\tau = (v,w) \in E(G)} (\pi(w) - l(e) - \pi(v)) f'(e)
\]

\[
= \sum_{\tau = (v,w) \in E(G')} (\pi(w) - c(e) - \pi(v)) f'(e)
\]

\[
= - \sum_{\tau = (v,w) \in E(G')} c(e) f'(e) = \text{value}(f^*) \quad \square
\]

Other flow over time problems are significantly more difficult. Hoppe and Tardos [2000] solved the so-called quickest transshipment problem (with several sources and sinks) with integral transit times using submodular function minimization (see Chapter 14). Finding minimum cost flows over time is \( NP \)-hard (Klinz and Woeginger [2004]). See Fleischer and Skutella [2004] for approximation algorithms and more information.

**Exercises**

1. Show that the **Maximum Flow Problem** can be regarded as a special case of the **Minimum Cost Flow Problem**.

2. Let \( G \) be a digraph with capacities \( u : E(G) \to \mathbb{R}_+ \), and let \( b : V(G) \to \mathbb{R} \) with \( \sum_{v \in V(G)} b(v) = 0 \). Prove that there exists a \( b \)-flow if and only if

\[
\sum_{e \in \delta^+(X)} u(e) \geq \sum_{v \in X} b(v) \quad \text{for all } X \subseteq V(G).
\]

(Gale [1957])
3. Let \( G \) be a digraph with lower and upper capacities \( l, u : E(G) \to \mathbb{R}_+ \), where \( l(e) \leq u(e) \) for all \( e \in E(G) \), and let \( b_1, b_2 : V(G) \to \mathbb{R} \) with
\[
\sum_{v \in V(G)} b_1(v) \leq 0 \leq \sum_{v \in V(G)} b_2(v).
\]
Prove that there exists a flow \( f \) with \( l(e) \leq f(e) \leq u(e) \) for all \( e \in E(G) \) and
\[
b_1(v) \leq \sum_{e \in \delta^+(v)} f(e) - \sum_{e \in \delta^-(v)} f(e) \leq b_2(v)
\]
for all \( v \in V(G) \), if and only if
\[
\sum_{e \in \delta^+(X)} u(e) \geq \max \left\{ \sum_{v \in X} b_1(v), -\sum_{v \in V(G) \setminus X} b_2(v) \right\} + \sum_{e \in \delta^-(X)} l(e)
\]
for all \( X \subseteq V(G) \). (This is a generalization of Exercise 4 of Chapter 8 and Exercise 2 of this chapter.)

(Hoffman [1960])

4. Prove the following theorem of Ore [1956]. Given a digraph \( G \) and nonnegative integers \( a(x), b(x) \) for each \( x \in V(G) \), then \( G \) has a spanning subgraph \( H \) with \( |\delta^+_H(x)| = a(x) \) and \( |\delta^-_H(x)| = b(x) \) for all \( x \in V(G) \) if and only if
\[
\sum_{x \in V(G)} a(x) = \sum_{x \in V(G)} b(x)
\]
and
\[
\sum_{x \in X} a(x) \leq \sum_{y \in V(G)} \min\{b(y), |E_G(X, \{y\})|\}
\]
for all \( X \subseteq V(G) \).

(Ford and Fulkerson [1962])

5. Consider the MINIMUM COST FLOW PROBLEM where infinite capacities \( u(e) = \infty \) for some edges \( e \) are allowed.

(a) Show that an instance is unbounded if and only if it is feasible and there is a negative circuit all whose edges have infinite capacity.

(b) Show how to decide in \( O(n^3) \) time whether an instance is unbounded.

(c) Show that for an instance that is not unbounded each infinite capacity can be equivalently replaced by a finite capacity.

* 6. Let \( (G, u, c, b) \) be an instance of the MINIMUM COST FLOW PROBLEM. We call a function \( \pi : V(G) \to \mathbb{R} \) an optimal potential if there exists a minimum cost \( b \)-flow \( f \) such that \( \pi \) is a feasible potential with respect to \( (G_f, c) \).

(a) Prove that a function \( \pi : V(G) \to \mathbb{R} \) is an optimal potential if and only if for all \( X \subseteq V(G) \):
\[
b(X) + \sum_{e \in \delta^-(X) : c_e < 0} u(e) \leq \sum_{e \in \delta^+(X) : c_e \leq 0} u(e).
\]
(b) Given \( \pi : V(G) \to \mathbb{R} \), show how to find a set \( X \) violating the condition in (a) or determine that none exists.

(c) Suppose an optimal potential is given; show how to find a minimum cost \( b \)-flow in \( O(n^3) \) time.

**Note:** This leads to so-called cut cancelling algorithms for the **Minimum Cost Flow Problem**.

(Hassin [1983])

7. Consider the following algorithm scheme for the **Minimum Cost Flow Problem**: first find any \( b \)-flow, then as long as there is a negative augmenting cycle, augment the flow along it (by the maximum possible amount). We have seen in Section 9.3 that we obtain a strongly polynomial running time if we always choose a circuit of minimum mean weight. Prove that without this specification one cannot guarantee that the algorithm terminates.

(Use the construction in Exercise 2 of Chapter 8.)

8. Consider the problem as described in Exercise 3 with a weight function \( c : E(G) \to \mathbb{R} \). Can one find a minimum cost flow that satisfies the constraints of Exercise 3? (Reduce this problem to a standard **Minimum Cost Flow Problem**.)

9. The **Directed Chinese Postman Problem** can be formulated as follows: given a strongly connected simple digraph \( G \) with weights \( c : E(G) \to \mathbb{R}_+ \), find \( f : E(G) \to \mathbb{N} \) such that the graph which contains \( f(e) \) copies of each edge \( e \in E(G) \) is Eulerian and \( \sum_{e \in E(G)} c(e) f(e) \) is minimum. How can this problem be solved by a polynomial-time algorithm?

(For the **Undirected Chinese Postman Problem**, see Section 12.2.)

10. The fractional \( b \)-matching problem is defined as follows: Given an undirected graph \( G \), capacities \( u : E(G) \to \mathbb{R}_+ \), numbers \( b : V(G) \to \mathbb{R}_+ \) and weights \( c : E(G) \to \mathbb{R} \), we are looking for a \( f : E(G) \to \mathbb{R}_+ \) with \( f(e) \leq u(e) \) for all \( e \in E(G) \) and \( \sum_{e \in \delta(v)} f(e) \leq b(v) \) for all \( v \in V(G) \) such that \( \sum_{e \in E(G)} c(e) f(e) \) is maximum.

(a) Show how to solve this problem by reducing it to a **Minimum Cost Flow Problem**.

(b) Suppose now \( b \) and \( u \) are integral. Show that then the fractional \( b \)-matching problem always has a half-integral solution \( f \) (i.e. \( 2f(e) \in \mathbb{Z} \) for all \( e \in E(G) \)).

**Note:** The (integral) **Maximum Weight \( b \)-Matching Problem** is the subject of Section 12.1.

11. Show that the **Successive Shortest Path Algorithm** correctly decides whether a \( b \)-flow exists.

12. The scaling technique can be considered in a quite general setting: Let \( \Psi \) be a family of set systems each of which contains the empty set. Suppose that there is an algorithm which solves the following problem: given an \( (E, \mathcal{F}) \in \Psi \), weights \( c : E \to \mathbb{Z}_+ \) and a set \( X \in \mathcal{F} \); find a \( Y \in \mathcal{F} \) with \( c(Y) > c(X) \) or assert that no such \( Y \) exists. Suppose this algorithm has a running time which is polynomial in \( \text{size}(c) \). Prove that then there is an algorithm for finding a
maximum weight set $X \in \mathcal{F}$ for a given $(E, \mathcal{F}) \in \Psi$ and $c : E \to \mathbb{Z}_+$, whose running time is polynomial in size$(c)$.

(Grötschel and Lovász [1995]; see also Schulz, Weismantel and Ziegler [1995], and Schulz and Weismantel [2002])

13. Let $(G, u, c, b)$ be an instance of the Minimum Cost Flow Problem that has a solution. We assume that $G$ is connected. Prove that there is a set of edges $F \subseteq E(G)$ such that when ignoring the orientations, $F$ forms a spanning tree in $G$, and there is an optimum solution $f$ of the Minimum Cost Flow Problem such that $f(e) \in \{0, u(e)\}$ for all $e \in E(G) \setminus F$.

Note: Such a solution is called a spanning tree solution. Orlin’s Algorithm in fact computes a spanning tree solution. These play a central role in the network simplex method. This is a specialization of the simplex method to the Minimum Cost Flow Problem, which can be implemented to run in polynomial time; see Orlin [1997], Orlin, Plotkin and Tardos [1993], and Armstrong and Jin [1997].

14. Prove that in (7) of Orlin’s Algorithm one can replace the $8ny$-bound by $5ny$.

15. Consider the shortest path computations with nonnegative weights (using Dijkstra’s Algorithm) in the algorithms of Section 9.4 and 9.5. Show that even for graphs with parallel edges each of these computations can be performed in $O(n^2)$ time, provided that we have the incidence list of $G$ sorted by edge costs. Conclude that Orlin’s Algorithm runs in $O(mn^2 \log m)$ time.

16. The Push-Relabel Algorithm (Section 8.5) can be generalized to the Minimum Cost Flow Problem. For an instance $(G, u, b, c)$ with integral costs $c$, we look for a $b$-flow $f$ and a feasible potential $\pi$ in $(G_f, c)$.

We start by setting $\pi := 0$ and saturating all edges $e$ with negative cost. Then we apply (3) of the Push-Relabel Algorithm with the following modifications: An edge $e$ is admissible if $e \in E(G_f)$ and $c_\pi(e) < 0$. A vertex $v$ is active if $b(v) + \text{ex}_f(v) > 0$. Relabel$(v)$ consists of setting $\pi(v) := \max[\pi(w) - c(e) - 1 : e = (v, w) \in E(G_f)]$. In Push$(e)$ for $e \in \delta^+(v)$ we set $\gamma := \min\{b(v) + \text{ex}_f(v), u_f(e)\}$.

(a) Prove that the number of Relabel operations is $O(n^2|c_{\text{min}}|)$, where $c_{\text{min}} = \min_{e \in E(G)} c(e)$.

Hint: Some vertex $w$ with $b(w) + \text{ex}_f(w) < 0$ must be reachable in $G_f$ from any active vertex $v$. Note that $b(w)$ has never changed and recall the proofs of Lemmata 8.22 and 8.24.

(b) Show that the overall running time is $O(n^2mc_{\text{max}})$.

(c) Prove that the algorithm computes an optimum solution.

(d) Apply scaling to obtain an $O(n^2m \log c_{\text{max}})$-algorithm for the Minimum Cost Flow Problem with integral costs $c$.

(Goldberg and Tarjan [1990])

17. Given a network $(G, u, s, t)$ with integral transit times $l : E(G) \to \mathbb{Z}_+$, a time horizon $T \in \mathbb{N}$, a value $V \in \mathbb{R}_+$, and costs $c : E(G) \to \mathbb{R}_+$. We look for an $s$-$t$-flow over time $f$ with value$(f) = V$ and minimum cost
\[ \sum_{e \in E(G)} c(e) \int_0^T f_e(\tau) d\tau. \] Show how to solve this in polynomial time if \( T \) is a constant.

**Hint:** Consider a time-expanded network with a copy of \( G \) for each discrete time step.
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10. Maximum Matchings

Matching theory is one of the classical and most important topics in combinatorial theory and optimization. All the graphs in this chapter are undirected. Recall that a matching is a set of pairwise disjoint edges. Our main problem is:

**Cardinality Matching Problem**

**Instance:** An undirected graph $G$.

**Task:** Find a maximum cardinality matching in $G$.

Since the weighted version of this problem is significantly more difficult we postpone it to Chapter 11. But already the above cardinality version has applications: Suppose in the Job Assignment Problem each job has the same processing time, say one hour, and we ask whether we can finish all the jobs within one hour. In other words: given a bipartite graph $G$ with bipartition $V(G) = A \cup B$, we look for numbers $x : E(G) \to \mathbb{R}_+$ with $\sum_{e \in \delta(a)} x(e) = 1$ for each job $a \in A$ and $\sum_{e \in \delta(b)} x(e) \leq 1$ for each employee $b \in B$. We can write this as a linear inequality system $x \geq 0$, $Mx \leq \mathbb{I}$, $M'x \geq \mathbb{I}$, where the rows of $M$ and $M'$ are rows of the node-edge incidence matrix of $G$. These matrices are totally unimodular by Theorem 5.24. From Theorem 5.19 we conclude that if there is any solution $x$, then there is also an integral solution. Now observe that the integral solutions to the above linear inequality system are precisely the incidence vectors of the matchings in $G$ covering $A$.

**Definition 10.1.** Let $G$ be a graph and $M$ a matching in $G$. We say that a vertex $v$ is **covered** by $M$ if $v \in e$ for some $e \in M$. $M$ is called a **perfect matching** if all vertices are covered by $M$.

In Section 10.1 we consider matchings in bipartite graphs. Algorithmically this problem can be reduced to a Maximum Flow Problem as mentioned in the introduction of Chapter 8. The Max-Flow-Min-Cut Theorem as well as the concept of augmenting paths have nice interpretations in our context.

Matching in general, non-bipartite graphs, does not reduce directly to network flows. We introduce two necessary and sufficient conditions for a general graph to have a perfect matching in Sections 10.2 and 10.3. In Section 10.4 we consider factor-critical graphs which have a matching covering all vertices but $v$, for each $v \in V(G)$. These play an important role in Edmonds’ algorithm for the Cardi-
nality Matching Problem, described in Section 10.5, and its weighted version which we postpone to Sections 11.2 and 11.3.

10.1 Bipartite Matching

Since the Cardinality Matching Problem is easier if $G$ is bipartite, we shall deal with this case first. In this section, a bipartite graph $G$ is always assumed to have the bipartition $V(G) = A \cup B$. Since we may assume that $G$ is connected, we can regard this bipartition as unique (Exercise 20 of Chapter 2).

For a graph $G$, let $\nu(G)$ denote the maximum cardinality of a matching in $G$, while $\tau(G)$ is the minimum cardinality of a vertex cover in $G$.

Theorem 10.2. (König [1931]) If $G$ is bipartite, then $\nu(G) = \tau(G)$.

Proof: Consider the graph $G' = (V(G) \cup \{s, t\}, E(G) \cup \{(s, a) : a \in A\} \cup \{(b, t) : b \in B\})$. Then $\nu(G)$ is the maximum number of vertex-disjoint $s$-$t$-paths, while $\tau(G)$ is the minimum number of vertices whose deletion makes $t$ unreachable from $s$. The theorem now immediately follows from Menger’s Theorem 8.10.

$\nu(G) \leq \tau(G)$ evidently holds for any graph (bipartite or not), but we do not have equality in general (as the triangle $K_3$ shows).

Several statements are equivalent to König’s Theorem. Hall’s Theorem is probably the best-known version.

Theorem 10.3. (Hall [1935]) Let $G$ be a bipartite graph with bipartition $V(G) = A \cup B$. Then $G$ has a matching covering $A$ if and only if

$$|\Gamma(X)| \geq |X| \quad \text{for all } X \subseteq A.$$  \hspace{1cm} (10.1)

Proof: The necessity of the condition is obvious. To prove the sufficiency, assume that $G$ has no matching covering $A$, i.e. $\nu(G) < |A|$. By Theorem 10.2 this implies $\tau(G) < |A|$.

Let $A' \subseteq A$, $B' \subseteq B$ such that $A' \cup B'$ covers all the edges and $|A' \cup B'| < |A|$. Obviously $\Gamma(A \setminus A') \subseteq B'$. Therefore $|\Gamma(A \setminus A')| \leq |B'| < |A| - |A'| = |A \setminus A'|$, and the Hall condition (10.1) is violated.

It is worthwhile to mention that it is not too difficult to prove Hall’s Theorem directly. The following proof is due to Halmos and Vaughan [1950]:

Second Proof of Theorem 10.3: We show that any $G$ satisfying the Hall condition (10.1) has a matching covering $A$. We use induction on $|A|$, the cases $|A| = 0$ and $|A| = 1$ being trivial.

If $|A| \geq 2$, we consider two cases: If $|\Gamma(X)| > |X|$ for every nonempty proper subset $X$ of $A$, then we take any edge $\{a, b\}$ ($a \in A$, $b \in B$), delete its two vertices and apply induction. The smaller graph satisfies the Hall condition because $|\Gamma(X)| - |X|$ can have decreased by at most one for any $X \subseteq A \setminus \{a\}$. 

Now assume that there is a nonempty proper subset $X$ of $A$ with $|\Gamma(X)| = |X|$. By induction there is a matching covering $X$ in $G[X \cup \Gamma(X)]$. We claim that we can extend this to a matching in $G$ covering $A$. Again by the induction hypothesis, we have to show that $G[(A \setminus X) \cup (B \setminus \Gamma(X))]$ satisfies the Hall condition. To check this, observe that for any $Y \subseteq A \setminus X$ we have (in the original graph $G$):

$$|\Gamma(Y) \setminus \Gamma(X)| = |\Gamma(X \cup Y)| - |\Gamma(X)| \geq |X \cup Y| - |X| = |Y|. \quad \square$$

A special case of Hall’s Theorem is the so-called “Marriage Theorem”:

**Theorem 10.4.** (Frobenius [1917]) Let $G$ be a bipartite graph with bipartition $V(G) = A \cup B$. Then $G$ has a perfect matching if and only if $|A| = |B|$ and $|\Gamma(X)| \geq |X|$ for all $X \subseteq A$. \quad \square

The variety of applications of Hall’s Theorem is indicated by Exercises 4–8. The proof of König’s Theorem 10.2 shows how to solve the bipartite matching problem algorithmically:

**Theorem 10.5.** The Cardinality Matching Problem for bipartite graphs $G$ can be solved in $O(nm)$ time, where $n = |V(G)|$ and $m = |E(G)|$.

**Proof:** Let $G$ be a bipartite graph with bipartition $V(G) = A \cup B$. Add a vertex $s$ and connect it to all vertices of $A$, and add another vertex $t$ connected to all vertices of $B$. Orient the edges from $s$ to $A$, from $A$ to $B$, and from $B$ to $t$. Let the capacities be 1 everywhere. Then a maximum integral $s$-$t$-flow corresponds to a maximum cardinality matching (and vice versa).

So we apply the Ford-Fulkerson Algorithm and find a maximum $s$-$t$-flow (and thus a maximum matching) after at most $n$ augmentations. Since each augmentation takes $O(m)$ time, we are done. \quad \square

This result is essentially due to Kuhn [1955]. In fact, one can use the concept of shortest augmenting paths again (cf. the Edmonds-Karp Algorithm). In this way one obtains the $O(\sqrt{n}(m + n))$-algorithm of Hopcroft and Karp [1973]. This algorithm will be discussed in Exercises 9 and 10. Slight improvements of the Hopcroft-Karp Algorithm yield running times of $O\left(n\sqrt{\frac{mn}{\log n}}\right)$ (Alt et al. [1991]) and $O\left(m\sqrt{n}\log \frac{\log n}{\log \log n}\right)$ (Feder and Motwani [1995]). The latter bound is the best known for dense graphs.

Let us reformulate the augmenting path concept in our context.

**Definition 10.6.** Let $G$ be a graph (bipartite or not), and let $M$ be some matching in $G$. A path $P$ is an $M$-alternating path if $E(P) \setminus M$ is a matching. An $M$-alternating path is $M$-augmenting if its endpoints are not covered by $M$.

One immediately checks that augmenting paths must have odd length.
Theorem 10.7. (Berge [1957]) Let $G$ be a graph (bipartite or not) with some matching $M$. Then $M$ is maximum if and only if there is no $M$-augmenting path.

Proof: If there is an $M$-augmenting path $P$, the symmetric difference $M \triangle E(P)$ is a matching and has greater cardinality than $M$, so $M$ is not maximum. On the other hand, if there is a matching $M'$ such that $|M'| > |M|$, the symmetric difference $M \triangle M'$ is the vertex-disjoint union of alternating circuits and paths, where at least one path must be $M$-augmenting.

In the bipartite case Berge’s Theorem of course also follows from Theorem 8.5.

10.2 The Tutte Matrix

We now consider maximum matchings from an algebraic point of view. Let $G$ be a simple undirected graph, and let $G'$ be the directed graph resulting from $G$ by arbitrarily orienting the edges. For any vector $x = (x_e)_{e \in E(G)}$ of variables, we define the Tutte matrix

$$T_G(x) = (t^x_{vw})_{v,w \in V(G)}$$

by

$$t^x_{vw} := \begin{cases} 
    x_{\{v,w\}} & \text{if } (v, w) \in E(G') \\
    -x_{\{v,w\}} & \text{if } (w, v) \in E(G') \\
    0 & \text{otherwise}
\end{cases}$$

(Such a matrix $M$, where $M = -M^\top$, is called skew-symmetric.) $\det T_G(x)$ is a polynomial in the variables $x_e$ ($e \in E(G)$).

Theorem 10.8. (Tutte [1947]) $G$ has a perfect matching if and only if $\det T_G(x)$ is not identically zero.

Proof: Let $V(G) = \{v_1, \ldots, v_n\}$, and let $S_n$ be the set of all permutations on $\{1, \ldots, n\}$. By definition of the determinant,

$$\det T_G(x) = \sum_{\pi \in S_n} \text{sgn}(\pi) \prod_{i=1}^n t^{x}_{v_i, v_{\pi(i)}}.$$  

Let $S'_n := \{\pi \in S_n : \prod_{i=1}^n t^{x}_{v_i, v_{\pi(i)}} \neq 0\}$. Each permutation $\pi \in S_n$ corresponds to a directed graph $H_\pi := (V(G), \{(v_i, v_{\pi(i)}) : i = 1, \ldots, n\})$ where each vertex $x$ has $|\delta^-_{H_\pi}(x)| = |\delta^+_{H_\pi}(x)| = 1$. For permutations $\pi \in S'_n$, $H_\pi$ is a subgraph of $G'$.

If there exists a permutation $\pi \in S'_n$ such that $H_\pi$ consists of even circuits only, then by taking every second edge of each circuit (and ignoring the orientations) we obtain a perfect matching in $G$. 


Otherwise, for each \( \pi \in S'_N \) there is a permutation \( r(\pi) \in S'_N \) such that \( H_{r(\pi)} \) is obtained by reversing the first odd circuit in \( H_\pi \), i.e. the odd circuit containing the vertex with minimum index. Of course \( r(r(\pi)) = \pi \).

Observe that sgn(\( \pi \)) = sgn(r(\( \pi \))), i.e. the two permutations have the same sign: if the first odd circuit consists of the vertices \( v_1, \ldots, v_{2k+1} \) with \( \pi(v_i) = v_{i+1} \) \((i = 1, \ldots, 2k)\) and \( \pi(w_{2k+1}) = w_1 \), then we obtain \( r(\pi) \) by \( 2k \) transpositions: for \( j = 1, \ldots, k \) exchange \( \pi(w_{2j-1}) \) with \( \pi(w_{2j}) \) and then \( \pi(w_{2j}) \) with \( \pi(w_{2j+1}) \).

Moreover, \( \prod_{i=1}^{n} t^x_{v_i,v_\pi(i)} = -\prod_{i=1}^{n} t^x_{v_i,v_{\pi(i)}} \). So the two corresponding terms in the sum

\[
\det T_G(x) = \sum_{\pi \in S'_N} \text{sgn}(\pi) \prod_{i=1}^{n} t^x_{v_i,v_\pi(i)}
\]
cancel each other. Since this holds for all pairs \( \pi, r(\pi) \in S'_N \), we conclude that \( \det T_G(x) \) is identically zero.

So if \( G \) has no perfect matching, \( \det T_G(x) \) is identically zero. On the other hand, if \( G \) has a perfect matching \( M \), consider the permutation defined by \( \pi(i) := j \) and \( \pi(j) := i \) for all \( \{v_i, v_j\} \in M \). The corresponding term \( \prod_{i=1}^{n} t^x_{v_i,v_\pi(i)} = \prod_{e \in M} (-x_e^2) \) cannot cancel out with any other term, so \( \det T_G(x) \) is not identically zero. \( \square \)

Originally, Tutte used Theorem 10.8 to prove his main theorem on matchings, Theorem 10.13. Theorem 10.8 does not provide a good characterization of the property that a graph has a perfect matching. The problem is that the determinant is easy to compute if the entries are numbers (Theorem 4.10) but difficult to compute if the entries are variables. However, the theorem suggests a randomized algorithm for the \textbf{Cardinality Matching Problem}:

**Corollary 10.9.** (Lovász [1979]) \textit{Let} \( x = (x_e)_{e \in E(G)} \) \textit{be a random vector where each coordinate is equally distributed in \([0, 1]\). Then with probability 1 the rank of} \( T_G(x) \) \textit{is exactly twice the size of a maximum matching.}

**Proof:** Suppose the rank of \( T_G(x) \) is \( k \), say the first \( k \) rows are linearly independent. Since \( T_G(x) \) is skew-symmetric, also the first \( k \) columns are linearly independent. So the principal submatrix \( (t^x_{v_i,v_j})_{1 \leq i, j \leq k} \) is nonsingular, and by Theorem 10.8 the subgraph \( G[\{v_1, \ldots, v_k\}] \) has a perfect matching. In particular, \( k \) is even and \( G \) has a matching of cardinality \( \frac{k}{2} \).

On the other hand, if \( G \) has a matching of cardinality \( k \), the determinant of the principal submatrix \( T' \) whose rows and columns correspond to the \( 2k \) vertices covered by \( M \) is not identically zero by Theorem 10.8. The set of vectors \( x \) for which \( \det T'(x) = 0 \) must then have measure zero. So with probability one, the rank of \( T_G(x) \) is at least \( 2k \). \( \square \)

Of course it is not possible to choose random numbers from \([0, 1]\) with a digital computer. However, it can be shown that it suffices to choose random integers from the finite set \( \{1, 2, \ldots, N\} \). For sufficiently large \( N \), the probability...
of error will become arbitrarily small (see Lovász [1979]). Lovász’ algorithm can be used to determine a maximum matching (not only its cardinality). See Rabin and Vazirani [1989], Mulmuley, Vazirani and Vazirani [1987], and Mucha and Sankowski [2004] for further randomized algorithms for finding a maximum matching in a graph. Moreover we note that Geelen [2000] has shown how to derandomize Lovász’ algorithm. Although its running time is worse than that of Edmonds’ matching algorithm (see Section 10.5), it is important for some generalizations of the Cardinality Matching Problem (e.g., see Geelen and Iwata [2005]).

10.3 Tutte’s Theorem

We now consider the Cardinality Matching Problem in general graphs. A necessary condition for a graph to have a perfect matching is that every connected component is even (i.e. has an even number of vertices). This condition is not sufficient, as the graph $K_{1,3}$ (Figure 10.1(a)) shows.
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The reason that $K_{1,3}$ has no perfect matching is that there is one vertex (the black one) whose deletion produces three odd connected components. The graph shown in Figure 10.1(b) is more complicated. Does this graph have a perfect matching? If we delete the three black vertices, we get five odd connected components (and one even connected component). If there were a perfect matching, at least one vertex of each odd connected component would have to be connected to one of the black vertices. This is impossible because the number of odd connected components exceeds the number of black vertices.

More generally, for $X \subseteq V(G)$ let $q_G(X)$ denote the number of odd connected components in $G - X$. Then a graph for which $q_G(X) > |X|$ holds for some
X ⊆ V(G) cannot have a perfect matching: otherwise there must be, for each odd connected component in G − X, at least one matching edge connecting this connected component with X, which is impossible if there are more odd connected components than elements of X. Tutte’s Theorem says that the above necessary condition is also sufficient:

**Definition 10.10.** A graph G satisfies the Tutte condition if \( q_G(X) \leq |X| \) for all \( X \subseteq V(G) \). A nonempty vertex set \( X \subseteq V(G) \) is a barrier if \( q_G(X) = |X| \).

To prove the sufficiency of the Tutte condition we shall need an easy observation and an important definition:

**Proposition 10.11.** For any graph G and any \( X \subseteq V(G) \) we have

\[
q_G(X) - |X| \equiv |V(G)| \pmod{2}.
\]

**Definition 10.12.** A graph G is called factor-critical if \( G - v \) has a perfect matching for each \( v \in V(G) \). A matching is called near-perfect if it covers all vertices but one.

Now we can prove Tutte’s Theorem:

**Theorem 10.13.** (Tutte [1947]) A graph G has a perfect matching if and only if it satisfies the Tutte condition:

\[
q_G(X) \leq |X| \quad \text{for all } X \subseteq V(G).
\]

**Proof:** We have already seen the necessity of the Tutte condition. We now prove the sufficiency by induction on \( |V(G)| \) (the case \( |V(G)| \leq 2 \) being trivial).

Let G be a graph satisfying the Tutte condition. \( |V(G)| \) cannot be odd since otherwise the Tutte condition is violated because \( q_G(\emptyset) \geq 1 \).

So by Proposition 10.11, \( |X| - q_G(X) \) must be even for every \( X \subseteq V(G) \). Since \( |V(G)| \) is even and the Tutte condition holds, every singleton is a barrier.

We choose a maximal barrier \( X \). G − X has \( |X| \) odd connected components. G − X cannot have any even connected components because otherwise \( X \cup \{v\} \), where v is a vertex of some even connected component, is a barrier (\( G - (X \cup \{v\}) \) has \( |X| + 1 \) odd connected components), contradicting the maximality of \( X \).

We now claim that each odd connected component of \( G - X \) is factor-critical. To prove this, let C be some odd connected component of \( G - X \) and \( v \in V(C) \).

If \( C - v \) has no perfect matching, by the induction hypothesis there is some \( Y \subseteq V(C) \setminus \{v\} \) such that \( q_{C-v}(Y) > |Y| \). By Proposition 10.11, \( q_{C-v}(Y) - |Y| \) must be even, so

\[
q_{C-v}(Y) \geq |Y| + 2.
\]

Since \( X, Y \) and \( \{v\} \) are pairwise disjoint, we have
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\[ q_G(X \cup Y \cup \{v\}) = q_G(X) - 1 + q_C(Y \cup \{v\}) \]
\[ = |X| - 1 + q_{C-e}(Y) \]
\[ \geq |X| - 1 + |Y| + 2 \]
\[ = |X \cup Y \cup \{v\}|. \]

So \( X \cup Y \cup \{v\} \) is a barrier, contradicting the maximality of \( X \).

We now consider the bipartite graph \( G' \) with bipartition \( V(G') = X \cup Z \) which arises when we delete edges with both ends in \( X \) and contract the odd connected components of \( G - X \) to single vertices (forming the set \( Z \)).

It remains to show that \( G' \) has a perfect matching. If not, then by Frobenius’ Theorem 10.4 there is some \( A \subseteq Z \) such that \( |\Gamma_{G'}(A)| < |A| \). This implies \( q_G(\Gamma_{G'}(A)) \geq |A| > |\Gamma_{G'}(A)| \), a contradiction. \( \square \)

This proof is due to Anderson [1971]. The Tutte condition provides a good characterization of the perfect matching problem: either a graph has a perfect matching or it has a so-called Tutte set \( X \) proving that it has no perfect matching. An important consequence of Tutte’s Theorem is the so-called Berge-Tutte formula:

**Theorem 10.14.** (Berge [1958])

\[ 2\nu(G) + \max_{X \subseteq V(G)} (q_G(X) - |X|) = |V(G)|. \]

**Proof:** For any \( X \subseteq V(G) \), any matching must leave at least \( q_G(X) - |X| \) vertices uncovered. Therefore \( 2\nu(G) + q_G(X) - |X| \leq |V(G)| \).

To prove the reverse inequality, let

\[ k := \max_{X \subseteq V(G)} (q_G(X) - |X|). \]

We construct a new graph \( H \) by adding \( k \) new vertices to \( G \), each of which is connected to all the old vertices.

If we can prove that \( H \) has a perfect matching, then

\[ 2\nu(G) + k \geq 2\nu(H) - k = |V(H)| - k = |V(G)|, \]

and the theorem is proved.

Suppose \( H \) has no perfect matching, then by Tutte’s Theorem there is a set \( Y \subseteq V(H) \) such that \( q_H(Y) > |Y| \). By Proposition 10.11, \( k \) has the same parity as \( |V(G)| \), implying that \( |V(H)| \) is even. Therefore \( Y \neq \emptyset \) and thus \( q_H(Y) > 1 \). But then \( Y \) contains all the new vertices, so

\[ q_G(Y \cap V(G)) = q_H(Y) > |Y| = |Y \cap V(G)| + k, \]

contradicting the definition of \( k \). \( \square \)

Let us close this section with a proposition for later use.
Proposition 10.15. Let $G$ be a graph and $X \subseteq V(G)$ with $|V(G)| - 2v(G) = q_G(X) - |X|$. Then any maximum matching of $G$ contains a perfect matching in each even connected component of $G - X$, a near-perfect matching in each odd connected component of $G - X$, and matches all the vertices in $X$ to vertices of distinct odd connected components of $G - X$.

Later we shall see (Theorem 10.32) that $X$ can be chosen such that each odd connected component of $G - X$ is factor-critical.

10.4 Ear-Decompositions of Factor-Critical Graphs

This section contains some results on factor-critical graphs which we shall need later. In Exercise 17 of Chapter 2 we have seen that the graphs having an ear-decomposition are exactly the 2-edge-connected graphs. Here we are interested in odd ear-decompositions only.

Definition 10.16. An ear-decomposition is called odd if every ear has odd length.

Theorem 10.17. (Lovász [1972]) A graph is factor-critical if and only if it has an odd ear-decomposition. Furthermore, the initial vertex of the ear-decomposition can be chosen arbitrarily.

Proof: Let $G$ be a graph with a fixed odd ear-decomposition. We prove that $G$ is factor-critical by induction on the number of ears. Let $P$ be the last ear in the odd ear-decomposition, say $P$ goes from $x$ to $y$, and let $G'$ be the graph before adding $P$. We have to show for any vertex $v \in V(G)$ that $G - v$ contains a perfect matching. If $v$ is not an inner vertex of $P$ this is clear by induction (add every second edge of $P$ to the perfect matching in $G' - v$). If $v$ is an inner vertex of $P$, then exactly one of $P_{[v,x]}$ and $P_{[v,y]}$ must be even, say $P_{[v,x]}$. By induction there is a perfect matching in $G' - x$. By adding every second edge of $P_{[y,v]}$ and of $P_{[v,x]}$ we obtain a perfect matching in $G - v$.

We now prove the reverse direction. Choose the initial vertex $z$ of the ear-decomposition arbitrarily, and let $M$ be a near-perfect matching in $G$ covering $V(G) \setminus \{z\}$. Suppose we already have an odd ear-decomposition of a subgraph $G'$ of $G$ such that $z \in V(G')$ and $M \cap E(G')$ is a near-perfect matching in $G'$. If $G = G'$, we are done.

If not, then — since $G$ is connected — there must be an edge $e = \{x, y\} \in E(G) \setminus E(G')$ with $x \in V(G')$. If $y \in V(G')$, $e$ is the next ear. Otherwise let $N$ be a near-perfect matching in $G$ covering $V(G) \setminus \{y\}$. $M \Delta N$ obviously contains the edges of a $y$-$z$-path $P$. Let $w$ be the first vertex of $P$ (when traversed from $y$) that belongs to $V(G')$. The last edge of $P' := P_{[y,w]}$ cannot belong to $M$ (because no edge of $M$ leaves $V(G')$), and the first edge cannot belong to $N$. Since $P'$ is $M$-$N$-alternating, $|E(P')|$ must be even, so together with $e$ it forms the next ear.

In fact, we have constructed a special type of odd ear-decomposition:
Definition 10.18. Given a factor-critical graph $G$ and a near-perfect matching $M$, an $M$-alternating ear-decomposition of $G$ is an odd ear-decomposition such that each ear is an $M$-alternating path or a circuit $C$ with $|E(C) \cap M| + 1 = |E(C) \setminus M|$.

It is clear that the initial vertex of an $M$-alternating ear-decomposition must be the vertex not covered by $M$. The proof of Theorem 10.17 immediately yields:

Corollary 10.19. For any factor-critical graph $G$ and any near-perfect matching $M$ in $G$ there exists an $M$-alternating ear-decomposition. \hfill $\square$

From now on, we shall only be interested in $M$-alternating ear-decompositions. An interesting way to store an $M$-alternating ear-decomposition efficiently is due to Lovász and Plummer [1986]:

Definition 10.20. Let $G$ be a factor-critical graph and $M$ a near-perfect matching in $G$. Let $r, P_1, \ldots, P_k$ be an $M$-alternating ear-decomposition and $\mu, \varphi : V(G) \to V(G)$ two functions. We say that $\mu$ and $\varphi$ are associated with the ear-decomposition $r, P_1, \ldots, P_k$ if

- $\mu(x) = y$ if $\{x, y\} \in M$,
- $\varphi(x) = y$ if $\{x, y\} \in E(P_i) \setminus M$ and $x \notin \{r\} \cup V(P_1) \cup \cdots \cup V(P_{i-1})$,
- $\mu(r) = \varphi(r) = r$.

If $M$ is fixed, we also say that $\varphi$ is associated with $r, P_1, \ldots, P_k$.

If $M$ is some fixed near-perfect matching and $\mu, \varphi$ are associated with two $M$-alternating ear-decompositions, they are the same up to the order of the ears. Moreover, an explicit list of the ears can be obtained in linear time:

**Ear-Decomposition Algorithm**

**Input:** A factor-critical graph $G$, functions $\mu, \varphi$ associated with an $M$-alternating ear-decomposition.

**Output:** An $M$-alternating ear-decomposition $r, P_1, \ldots, P_k$.

1. Let initially be $X := \{r\}$, where $r$ is the vertex with $\mu(r) = r$.
   Let $k := 0$, and let the stack be empty.

2. **If** $X = V(G)$ **then** go to 5.
   **If** the stack is nonempty
   - then let $v \in V(G) \setminus X$ be an endpoint of the topmost element of the stack,
   - else choose $v \in V(G) \setminus X$ arbitrarily.

3. If $v \notin X$ **then** go to 4.
   **Else** let $\mu(v) = w$.
   **If** $\mu(w) = v$ **then** go to 4.
   **Else** let $\varphi(w) = v$.
   **If** $\varphi(v) = w$ **then** go to 4.

3) Set $x := v$, $y := \mu(v)$ and $P := ([x, y], \{[x, y]\})$.
   While $\varphi(\varphi(x)) = x$ do:
   - Set $P := P + \{x, x\} \cup \{\varphi(x), \varphi(\varphi(x))\}$ and $x := \varphi(x)$.

4) While both endpoints of the topmost element $P$ of the stack are in $X$ do:
   - Delete $P$ from the stack, set $k := k + 1$, $P_k := P$ and $X := X \cup V(P)$.

5) For all $\{y, z\} \in E(G) \setminus (E(P_1) \cup \cdots \cup E(P_k))$ do:
   - Set $k := k + 1$ and $P_k := ([y, z], \{[y, z]\})$.

Proposition 10.21. Let $G$ be a factor-critical graph and $\mu, \varphi$ functions associated with an $M$-alternating ear-decomposition. Then this ear-decomposition is unique up to the order of the ears. The Ear-Decomposition Algorithm correctly determines an explicit list of these ears; it runs in linear time.

Proof: Let $D$ be an $M$-alternating ear-decomposition associated with $\mu$ and $\varphi$. The uniqueness of $D$ as well as the correctness of the algorithm follows from the obvious fact that $P$ as computed in (3) is indeed an ear of $D$. The running time of (1) – (4) is evidently $O(|V(G)|)$, while (5) takes $O(|E(G)|)$ time. \hfill \qed

The most important property of the functions associated with an alternating ear-decomposition is the following:

Lemma 10.22. Let $G$ be a factor-critical graph and $\mu, \varphi$ two functions associated with an $M$-alternating ear-decomposition. Let $r$ be the vertex not covered by $M$. Then the maximal path given by an initial subsequence of

$$x, \mu(x), \varphi(\mu(x)), \mu(\varphi(\mu(x))), \varphi(\mu(\varphi(\mu(x)))), \ldots$$

defines an $M$-alternating $x$-$r$-path of even length for all $x \in V(G)$.

Proof: Let $x \in V(G) \setminus \{r\}$, and let $P_i$ be the first ear containing $x$. Clearly some initial subsequence of

$$x, \mu(x), \varphi(\mu(x)), \mu(\varphi(\mu(x))), \varphi(\mu(\varphi(\mu(x)))), \ldots$$

must be a subpath $Q$ of $P_i$ from $x$ to $y$, where $y \in \{r\} \cup V(P_1) \cup \cdots \cup V(P_{i-1})$. Because we have an $M$-alternating ear-decomposition, the last edge of $Q$ does not belong to $M$; hence $Q$ has even length. If $y = r$, we are done, otherwise we apply induction on $i$. \hfill \qed

The converse of Lemma 10.22 is not true: In the counterexample in Figure 10.2 (bold edges are matching edges, edges directed from $u$ to $v$ indicate $\varphi(u) = v$),
\(\mu\) and \(\varphi\) also define alternating paths to the vertex not covered by the matching. However, \(\mu\) and \(\varphi\) are not associated with any alternating ear-decomposition.

For the Weighted Matching Algorithm (Section 11.3) we shall need a fast routine for updating an alternating ear-decomposition when the matching changes. Although the proof of Theorem 10.17 is algorithmic (provided that we can find a maximum matching in a graph), this is far too inefficient. We make use of the old ear-decomposition:

**Lemma 10.23.** Given a factor-critical graph \(G\), two near-perfect matchings \(M\) and \(M'\), and functions \(\mu, \varphi\) associated with an \(M\)-alternating ear-decomposition. Then functions \(\mu', \varphi'\) associated with an \(M'\)-alternating ear-decomposition can be found in \(O(|V(G)|)\) time.

**Proof:** Let \(v\) be the vertex not covered by \(M\), and let \(v'\) be the vertex not covered by \(M'\). Let \(P\) be the \(v'-v\)-path in \(M \Delta M'\), say \(P = x_0, x_1, \ldots, x_k\) with \(x_0 = v'\) and \(x_k = v\).

An explicit list of the ears of the old ear-decomposition can be obtained from \(\mu\) and \(\varphi\) by the Ear-Decomposition Algorithm in linear time (Proposition 10.21). Indeed, since we do not have to consider ears of length one, we can omit 5: then the total number of edges considered is at most \(\frac{3}{2}(|V(G)| - 1)\) (cf. Exercise 19).

Suppose we have already constructed an \(M'\)-alternating ear-decomposition of a spanning subgraph of \(G[X]\) for some \(X \subseteq V(G)\) with \(v' \in X\) (initially \(X := \{v'\}\)). Of course no \(M'\)-edge leaves \(X\). Let \(p := \max\{i \in \{0, \ldots, k\} : x_i \in X\}\) (illustrated in Figure 10.3). At each stage we keep track of \(p\) and of the edge set \(\delta(X) \cap M\). Their update when extending \(X\) is clearly possible in linear total time.

Now we show how to extend the ear-decomposition. We shall add one or more ears in each step. The time needed for each step will be proportional to the total number of edges in new ears.

**Case 1:** \(|\delta(X) \cap M| \geq 2\). Let \(f \in \delta(X) \cap M\) with \(x_p \notin f\). Evidently, \(f\) belongs to an \(M-M'\)-alternating path which can be added as the next ear. The time needed to find this ear is proportional to its length.

**Case 2:** \(|\delta(X) \cap M| = 1\). Then \(v \notin X\), and \(e = \{x_p, x_{p+1}\}\) is the only edge in \(\delta(X) \cap M\). Let \(R'\) be the \(x_{p+1}-v\)-path determined by \(\mu\) and \(\varphi\) (cf. Lemma 10.22). The first edge of \(R'\) is \(e\). Let \(q\) be the minimum index \(i \in \{p+2, p+4, \ldots, k\}\)
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with $x_i \in V(R')$ and $V(R'_{[x_{i+1}, x_{k}]}) \cap \{x_i, \ldots, x_k\} = \emptyset$ (cf. Figure 10.4). Let $R := R'_{[x_p, x_q]}$. So $R$ has vertices $x_p, \varphi(x_p), \mu(\varphi(x_p)), \varphi(\mu(\varphi(x_p))), \ldots, x_q$, and can be traversed in time proportional to its length.

Let $S := E(R) \setminus E(G[X]), D := (M \Delta M') \setminus (E(G[X]) \cup E(P_{[x_q, v]})), \text{ and } Z := S \Delta D$. $S$ and $D$ consist of $M$-alternating paths and circuits. Observe that every vertex outside $X$ has degree 0 or 2 with respect to $Z$. Moreover, for every vertex outside $X$ with two incident edges of $Z$, one of them belongs to $M'$. (Here the choice of $q$ is essential.)
Hence all connected components $C$ of $(V(G), Z)$ with $E(C) \cap \delta(X) \neq \emptyset$ can be added as next ears, and after these ears have been added, $S \setminus Z = S \cap (M \Delta M')$ is the vertex-disjoint union of paths each of which can then be added as an ear. Since $e \in D \setminus S \subseteq Z$, we have $Z \cap \delta(X) \neq \emptyset$, so at least one ear is added.

It remains to show that the time needed for the above construction is proportional to the total number of edges in new ears. Obviously, it suffices to find $S$ in $O(|E(S)|)$ time.

This is difficult because of the subpaths of $R$ inside $X$. However, we do not really care what they look like. So we would like to shortcut these paths whenever possible. To achieve this, we modify the $\varphi$-variables.

Namely, in each application of Case 2, let $R_{[a, b]}$ be a maximal subpath of $R$ inside $X$ with $a \neq b$. Let $y := \mu(b)$; $y$ is the predecessor of $b$ on $R$. We set $\varphi(x) := y$ for all vertices $x$ on $R_{[a, y]}$ where $R_{[x, y]}$ has odd length. It does not matter whether $x$ and $y$ are joined by an edge. See Figure 10.5 for an illustration.

The time required for updating the $\varphi$-variables is proportional to the number of edges examined. Note that these changes of $\varphi$ do not destroy the property of Lemma 10.22, and the $\varphi$-variables are not used anymore except for finding $M$-alternating paths to $v$ in Case 2.

Now it is guaranteed that the time required for finding the subpaths of $R$ inside $X$ is proportional to the number of subpaths plus the number of edges examined for the first time inside $X$. Since the number of subpaths inside $X$ is less than or equal to the number of new ears in this step, we obtain an overall linear running time.
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Case 3: \( \delta(X) \cap M = \emptyset \). Then \( v \in X \). We consider the ears of the (old) \( M \)-alternating ear-decomposition in their order. Let \( R \) be the first ear with \( V(R) \setminus X \neq \emptyset \).

Similar to Case 2, let \( S := E(R) \setminus E(G[X]) \), \( D := (M \Delta M') \setminus E(G[X]) \), and \( Z := S \Delta D \). Again, all connected components \( C \) of \( (V(G), Z) \) with \( E(C) \cap \delta(X) \neq \emptyset \) can be added as next ears, and after these ears have been added, \( S \setminus Z \) is the vertex-disjoint union of paths each of which can then be added as an ear. The total time needed for Case 3 is obviously linear.

\[ \square \]

\section{10.5 Edmonds’ Matching Algorithm}

Recall Berge’s Theorem 10.7: A matching in a graph is maximum if and only if there is no augmenting path. Since this holds for non-bipartite graphs as well, our matching algorithm will again be based on augmenting paths.

However, it is not at all clear how to find an augmenting path (or decide that there is none). In the bipartite case (Theorem 10.5) it was sufficient to mark the vertices that are reachable from a vertex not covered by the matching via an alternating edge progression. Since there were no odd circuits, vertices reachable by an alternating edge progression were also reachable by an alternating path. This is no longer the case when dealing with general graphs.

\begin{figure}[h]
\centering
\includegraphics[width=0.5\textwidth]{fig10_6}
\caption{Fig. 10.6.}
\end{figure}

Consider the example in Figure 10.6 (the bold edges constitute a matching \( M \)). When starting at \( v_1 \), we have an alternating edge progression \( v_1, v_2, v_3, v_4, v_5, v_6, v_7, v_5, v_4, v_8 \), but this is not a path. We have run through an odd circuit, namely \( v_5, v_6, v_7 \). Note that in our example there exists an augmenting path \( (v_1, v_2, v_3, v_7, v_6, v_5, v_4, v_8) \) but it is not clear how to find it.

The question arises what to do if we encounter an odd circuit. Surprisingly, it suffices to get rid of it by shrinking it to a single vertex. It turns out that the smaller graph has a perfect matching if and only if the original graph has one. This is the general idea of EDMONDS’ CARDINALITY MATCHING ALGORITHM. We formulate this idea in Lemma 10.25 after giving the following definition:
Definition 10.24. Let \( G \) be a graph and \( M \) a matching in \( G \). A blossom in \( G \) with respect to \( M \) is a factor-critical subgraph \( C \) of \( G \) with \( |M \cap E(C)| = \frac{|V(C)| - 1}{2} \). The vertex of \( C \) not covered by \( M \cap E(C) \) is called the base of \( C \).

The blossom we have encountered in the above example (Figure 10.6) is induced by \( \{v_5, v_6, v_7\} \). Note that this example contains other blossoms. Any single vertex is also a blossom in terms of our definition. Now we can formulate the Blossom Shrinking Lemma:

Lemma 10.25. Let \( G \) be a graph, \( M \) a matching in \( G \), and \( C \) a blossom in \( G \) (with respect to \( M \)). Suppose there is an \( M \)-alternating \( v-r \)-path \( Q \) of even length from a vertex \( v \) not covered by \( M \) to the base \( r \) of \( C \), where \( E(Q) \cap E(C) = \emptyset \).

Let \( G' \) and \( M' \) result from \( G \) and \( M \) by shrinking \( V(C) \) to a single vertex. Then \( M \) is a maximum matching in \( G \) if and only if \( M' \) is a maximum matching in \( G' \).

Proof: Suppose that \( M \) is not a maximum matching in \( G \). \( N := M \Delta E(Q) \) is a matching of the same cardinality, so it is not maximum either. By Berge’s Theorem 10.7 there then exists an \( N \)-augmenting path \( P \) in \( G \). Note that \( N \) does not cover \( r \).

At least one of the endpoints of \( P \), say \( x \), does not belong to \( C \). If \( P \) and \( C \) are disjoint, let \( y \) be the other endpoint of \( P \). Otherwise let \( y \) be the first vertex on \( P \) – when traversed from \( x \) – belonging to \( C \). Let \( P' \) result from \( P_{[x,y]} \) when shrinking \( V(C) \) in \( G \). The endpoints of \( P' \) are not covered by \( N' \) (the matching in \( G' \) corresponding to \( N \)). Hence \( P' \) is an \( N' \)-augmenting path in \( G' \). So \( N' \) is not a maximum matching in \( G' \), and nor is \( M' \) (which has the same cardinality).

To prove the converse, suppose that \( M' \) is not a maximum matching in \( G' \). Let \( N' \) be a larger matching in \( G' \). \( N' \) corresponds to a matching \( N_0 \) in \( G \) which covers at most one vertex of \( C \) in \( G \). Since \( C \) is factor-critical, \( N_0 \) can be extended by \( k := \frac{|V(C)| - 1}{2} \) edges to a matching \( N \) in \( G \), where \( |N| = |N_0| + k = |N'| + k > |M'| + k = |M| \), proving that \( M \) is not a maximum matching in \( G \).

It is necessary to require that the base of the blossom is reachable from a vertex not covered by \( M \) by an \( M \)-alternating path of even length which is disjoint from the blossom. For example, the blossom induced by \( \{v_4, v_6, v_7, v_2, v_3\} \) in Figure 10.6 cannot be shrunk without destroying the only augmenting path.

When looking for an augmenting path, we shall build up an alternating forest:

Definition 10.26. Given a graph \( G \) and a matching \( M \) in \( G \). An alternating forest with respect to \( M \) in \( G \) is a forest \( F \) in \( G \) with the following properties:

(a) \( V(F) \) contains all the vertices not covered by \( M \). Each connected component of \( F \) contains exactly one vertex not covered by \( M \), its root.

(b) We call a vertex \( v \in V(F) \) an outer (inner) vertex if it has even (odd) distance to the root of the connected component containing \( v \). (In particular, the roots are outer vertices.) All inner vertices have degree 2 in \( F \).
(c) For any \( v \in V(F) \), the unique path from \( v \) to the root of the connected component containing \( v \) is \( M \)-alternating.

Figure 10.7 shows an alternating forest. The bold edges belong to the matching. The black vertices are inner, the white vertices outer.

**Proposition 10.27.** In any alternating forest the number of outer vertices that are not a root equals the number of inner vertices.

**Proof:** Each outer vertex that is not a root has exactly one neighbour which is an inner vertex and whose distance to the root is smaller. This is obviously a bijection between the outer vertices that are not a root and the inner vertices. \( \square \)

Informally, **Edmonds’ Cardinality Matching Algorithm** works as follows. Given some matching \( M \), we build up an \( M \)-alternating forest \( F \). We start with the set \( S \) of vertices not covered by \( M \), and no edges.

At any stage of the algorithm we consider a neighbour \( y \) of an outer vertex \( x \). Let \( P(x) \) denote the unique path in \( F \) from \( x \) to a root. There are three interesting cases, corresponding to three operations (“grow”, “augment”, and “shrink”):

**Case 1:** \( y \notin V(F) \). Then the forest will grow when we add \( \{x, y\} \) and the matching edge covering \( y \).

**Case 2:** \( y \) is an outer vertex in a different connected component of \( F \). Then we augment \( M \) along \( P(x) \cup \{x, y\} \cup P(y) \).

**Case 3:** \( y \) is an outer vertex in the same connected component of \( F \) (with root \( q \)). Let \( r \) be the first vertex of \( P(x) \) (starting at \( x \)) also belonging to \( P(y) \). (\( r \) can
be one of \( x, y \).) If \( r \) is not a root, it must have degree at least 3. So \( r \) is an outer vertex. Therefore \( C := P(x)_{[x,r]} \cup \{x, y\} \cup P(y)_{[y,r]} \) is a blossom with at least three vertices. We shrink \( C \).

If none of the cases applies, all the neighbours of outer vertices are inner. We claim that \( M \) is maximum. Let \( X \) be the set of inner vertices, \( s := |X| \), and let \( t \) be the number of outer vertices. \( G − X \) has \( t \) odd components (each outer vertex is isolated in \( G − X \)), so \( q_{G}(X) − |X| = t − s \). Hence by the trivial part of the Berge-Tutte formula, any matching must leave at least \( t − s \) vertices uncovered. But on the other hand, the number of vertices not covered by \( M \), i.e. the number of roots of \( F \), is exactly \( t − s \) by Proposition 10.27. Hence \( M \) is indeed maximum.

Since this is not at all a trivial task, we shall spend some time on implementation details. The difficult question is how to perform the shrinking efficiently so that the original graph can be recovered afterwards. Of course, several shrinking operations may involve the same vertex. Our presentation is based on the one given by Lovász and Plummer [1986].

Rather than actually performing the shrinking operation, we allow our forest to contain blossoms.

**Definition 10.28.** Given a graph \( G \) and a matching \( M \) in \( G \). A subgraph \( F \) of \( G \) is a general blossom forest (with respect to \( M \)) if there exists a partition \( V(F) = V_1 \cup V_2 \cup \cdots \cup V_k \) of the vertex set such that \( F_i := F[V_i] \) is a maximal factor-critical subgraph of \( F \) with \( |M \cap E(F_i)| = \frac{|V_i| - 1}{2} \) (\( i = 1, \ldots, k \)) and after contracting each of \( V_1, \ldots, V_k \) we obtain an alternating forest \( F' \).

\( F_i \) is called an outer blossom (inner blossom) if \( V_i \) is an outer (inner) vertex in \( F' \). All the vertices of an outer (inner) blossom are called outer (inner). A general blossom forest where each inner blossom is a single vertex is a special blossom forest.

Figure 10.8 shows a connected component of a special blossom forest with five nontrivial outer blossoms. This corresponds to one of the connected components of the alternating forest in Figure 10.7. The orientations of the edges will be explained later. All vertices of \( G \) not belonging to the special blossom forest are called out-of-forest.

Note that the Blossom Shrinking Lemma 10.25 applies to outer blossoms only. However, in this section we shall deal only with special blossom forests. General blossom forests will appear only in the Weighted Matching Algorithm in Chapter 11.

To store a special blossom forest \( F \), we introduce the following data structures. For each vertex \( x \in V(G) \) we have three variables \( \mu(x) \), \( \varphi(x) \), and \( \rho(x) \) with the following properties:

\[
\mu(x) = \begin{cases} 
x & \text{if } x \text{ is not covered by } M \\
y & \text{if } \{x, y\} \in M 
\end{cases}
\] (10.2)
Fig. 10.8.

$$\varphi(x) = \begin{cases} 
  x & \text{if } x \notin V(F) \text{ or } x \text{ is the base of an outer blossom in } F \\ 
  y & \text{for } \{x, y\} \in E(F) \setminus M \text{ if } x \text{ is an inner vertex} \\ 
  y & \text{for } \{x, y\} \in E(F) \setminus M \text{ according to an} \\ 
  \text{M-alternating ear-decomposition of} \\ 
  \text{the blossom containing } x \text{ if } x \text{ is an outer vertex} 
\end{cases}$$ (10.3)

$$\rho(x) = \begin{cases} 
  x & \text{if } x \text{ is not an outer vertex} \\ 
  y & \text{if } x \text{ is an outer vertex and } y \text{ is the base of} \\ 
  \text{the outer blossom in } F \text{ containing } x 
\end{cases}$$ (10.4)

For each outer vertex $v$ we define $P(v)$ to be the maximal path given by an initial subsequence of

$$v, \mu(v), \varphi(\mu(v)), \mu(\varphi(\mu(v))), \varphi(\mu(\varphi(\mu(v)))), \ldots$$

We have the following properties:

**Proposition 10.29.** Let $F$ be a special blossom forest with respect to a matching $M$, and let $\mu, \varphi : V(G) \to V(G)$ be functions satisfying (10.2) and (10.3). Then we have:
(a) For each outer vertex \( v \), \( P(v) \) is an alternating \( v \)-\( q \)-path, where \( q \) is the root of the tree of \( F \) containing \( v \).

(b) A vertex \( x \) is
- outer iff either \( \mu(x) = x \) or \( \varphi(\mu(x)) \neq \mu(x) \)
- inner iff \( \varphi(\mu(x)) = \mu(x) \) and \( \varphi(x) \neq x \)
- out-of-forest iff \( \mu(x) \neq x \) and \( \varphi(x) = x \) and \( \varphi(\mu(x)) = \mu(x) \).

**Proof:**
(a): By (10.3) and Lemma 10.22, an initial subsequence of
\[ v, \mu(v), \varphi(\mu(v)), \mu(\varphi(\mu(v))), \varphi(\mu(\varphi(\mu(v)))), \ldots \]
must be an \( M \)-alternating path of even length to the base \( r \) of the blossom containing \( v \). If \( r \) is not the root of the tree containing \( v \), then \( r \) is covered by \( M \). Hence the above sequence continues with the matching edge \( \{r, \mu(r)\} \) and also with \( \{\mu(r), \varphi(\mu(r))\} \), because \( \mu(r) \) is an inner vertex. But \( \varphi(\mu(r)) \) is an outer vertex again, and so we are done by induction.

(b): If a vertex \( x \) is outer, then it is either a root (i.e. \( \mu(x) = x \)) or \( P(x) \) is a path of length at least two, i.e. \( \varphi(\mu(x)) \neq \mu(x) \).

If \( x \) is inner, then \( \mu(x) \) is the base of an outer blossom, so by (10.3) \( \varphi(\mu(x)) = \mu(x) \). Furthermore, \( P(\mu(x)) \) is a path of length at least 2, so \( \varphi(x) \neq x \).

If \( x \) is out-of-forest, then by definition \( x \) is covered by \( M \), so by (10.2) \( \mu(x) \neq x \). Of course \( \mu(x) \) is also out-of-forest, so by (10.3) we have \( \varphi(x) = x \) and \( \varphi(\mu(x)) = \mu(x) \).

Since each vertex is either outer or inner or out-of-forest, and each vertex satisfies exactly one of the three right-hand side conditions, the proof is complete.

In Figure 10.8, an edge is oriented from \( u \) to \( v \) if \( \varphi(u) = v \). We are now ready for a detailed description of the algorithm.

**Edmonds’ Cardinality Matching Algorithm**

**Input:** A graph \( G \).

**Output:** A maximum matching in \( G \) given by the edges \( \{x, \mu(x)\} \).

1. Set \( \mu(v) := v, \varphi(v) := v, \rho(v) := v \) and \( \text{scanned}(v) := \text{false} \) for all \( v \in V(G) \).

2. If all outer vertices are scanned then stop,
   else let \( x \) be an outer vertex with \( \text{scanned}(x) = \text{false} \).

3. Let \( y \) be a neighbour of \( x \) such that \( y \) is out-of-forest or (\( y \) is outer and \( \rho(y) \neq \rho(x) \)).
   If there is no such \( y \) then set \( \text{scanned}(x) := \text{true} \) and go to 2.

4. (“grow”)
   If \( y \) is out-of-forest then set \( \varphi(y) := x \) and go to 3.
5 ("augment")
If $P(x)$ and $P(y)$ are vertex-disjoint then
Set $\mu(\varphi(v)) := v$, $\mu(v) := \varphi(v)$ for all $v \in V(P(x)) \cup V(P(y))$
with odd distance from $x$ or $y$ on $P(x)$ or $P(y)$, respectively.
Set $\mu(x) := y$.
Set $\mu(y) := x$.
Set $\varphi(v) := v$, $\rho(v) := v$, $\text{scanned}(v) := \text{false}$ for all $v \in V(G)$.
\textbf{Go to} 2.

6 ("shrink")
Let $r$ be the first vertex on $V(P(x)) \cap V(P(y))$ with $\rho(r) = r$.
For $v \in V(P(x)_{[x,r]}) \cup V(P(y)_{[y,r]})$ with odd distance from $x$ or $y$ on
$P(x)_{[x,r]}$ or $P(y)_{[y,r]}$, respectively, and $\rho(\varphi(v)) \neq r$ do: Set $\varphi(\varphi(v)) := v$.
If $\rho(x) \neq r$ then set $\varphi(x) := y$.
If $\rho(y) \neq r$ then set $\varphi(y) := x$.
For all $v \in V(G)$ with $\rho(v) \in V(P(x)_{[x,r]}) \cup V(P(y)_{[y,r]})$ do: Set $\rho(v) := r$.
\textbf{Go to} 3.

For an illustration of the effect of shrinking on the $\varphi$-values, see Figure 10.9, where 6 of the algorithm has been applied to $x$ and $y$ in Figure 10.8.

**Lemma 10.30.** The following statements hold at any stage of Edmonds’ Cardinality Matching Algorithm:

(a) The edges \{x, $\mu(x)$\} form a matching $M$;
(b) The edges \{x, $\mu(x)$\} and \{x, $\varphi(x)$\} form a special blossom forest $F$ with respect to $M$ (plus some isolated matching edges);
(c) The properties (10.2), (10.3) and (10.4) are satisfied with respect to $F$.

**Proof:** (a): The only place where $\mu$ is changed is 5, where the augmentation is obviously done correctly.

(b): Since after 1 and 5 we trivially have a blossom forest without any edges and correctly grows the blossom forest by two edges, we only have to check 6. $r$ either is a root or must have degree at least three, so it must be outer. Let $B := V(P(x)_{[x,r]}) \cup V(P(y)_{[y,r]})$. Consider an edge \{u, v\} of the blossom forest with $u \in B$ and $v \notin B$. Since $F[B]$ contains a near-perfect matching, \{u, v\} is a matching edge only if it is \{r, $\mu(r)$\}. Moreover, $u$ has been outer before applying 6. This implies that $F$ continues to be a special blossom forest.

(c): Here the only nontrivial fact is that, after shrinking, $\mu$ and $\varphi$ are associated with an alternating ear-decomposition of the new blossom. So let $x$ and $y$ be two outer vertices in the same connected component of the special blossom forest, and let $r$ be the first vertex of $V(P(x)) \cap V(P(y))$ for which $\rho(r) = r$. The new blossom consists of the vertices $B := \{v \in V(G) : \rho(v) \in V(P(x)_{[x,r]}) \cup V(P(y)_{[y,r]})\}$. 

\[ \text{Proof:} \]
We note that \( \phi(v) \) is not changed for any \( v \in B \) with \( \rho(v) = r \). So the ear-decomposition of the old blossom \( B' := \{ v \in V(G) : \rho(v) = r \} \) is the starting point of the ear-decomposition of \( B \). The next ear consists of \( P(x)_{[x,x']} \), \( P(y)_{[y,y']} \), and the edge \( \{x, y\} \), where \( x' \) and \( y' \) is the first vertex on \( P(x) \) and \( P(y) \), respectively, that belongs to \( B' \). Finally, for each ear \( Q \) of an old outer blossom \( B'' \subseteq B, Q \setminus (E(P(x)) \cup E(P(y))) \) is an ear of the new ear-decomposition of \( B \). 

\[ \square \]

**Theorem 10.31.** (Edmonds [1965]) **Edmonds’ Cardinality Matching Algorithm** correctly determines a maximum matching in \( O(n^3) \) time, where \( n = |V(G)| \).

**Proof:** Lemma 10.30 and Proposition 10.29 show that the algorithm works correctly. Consider the situation when the algorithm terminates. Let \( M \) and \( F \) be the matching and the special blossom forest according to Lemma 10.30(a) and (b). It is clear that any neighbour of an outer vertex \( x \) is either inner or a vertex \( y \) belonging to the same blossom (i.e. \( \rho(y) = \rho(x) \)).
To show that $M$ is a maximum matching, let $X$ denote the set of inner vertices, while $B$ is the set of vertices that are the base of some outer blossom in $F$. Then every unmatched vertex belongs to $B$, and the matched vertices of $B$ are matched with elements of $X$:

$$|B| = |X| + |V(G)| - 2|M|.$$  \hspace{1cm} (10.5)

On the other hand, the outer blossoms in $F$ are odd connected components in $G - X$. Therefore any matching must leave at least $|B| - |X|$ vertices uncovered. By (10.5), $M$ leaves exactly $|B| - |X|$ vertices uncovered and thus is maximum.

We now consider the running time. By Proposition 10.29(b), the status of each vertex (inner, outer, or out-of-forest) can be checked in constant time. Each of $4$, $5$, $6$ can be done in $O(n)$ time. Between two augmentations, $4$ or $6$ are executed at most $O(n)$ times, since the number of fixed points of $\phi$ decreases each time. Moreover, between two augmentations no vertex is scanned twice. Thus the time spent between two augmentations is $O(n^2)$, yielding an $O(n^3)$ total running time.

Micali and Vazirani [1980] improved the running time to $O(\sqrt{nm})$. They used the results of Exercise 9, but the existence of blossoms makes the search for a maximal set of disjoint minimum length augmenting paths more difficult than in the bipartite case (which was solved earlier by Hopcroft and Karp [1973], see Exercise 10). See also Vazirani [1994]. The currently best known time complexity for the **Cardinality Matching Problem** is $O(m\sqrt{n}\log^2 \frac{\sqrt{n}}{\log n})$, just as in the bipartite case.

This was obtained by Goldberg and Karzanov [2004] and by Fremuth-Paeger and Jungnickel [2003].

With the matching algorithm we can easily prove the Gallai-Edmonds Structure Theorem. This was first proved by Gallai, but *Edmonds’ Cardinality Matching Algorithm* turns out to be a constructive proof thereof.
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Theorem 10.32. (Gallai [1964]) Let \( G \) be any graph. Denote by \( Y \) the set of vertices not covered by at least one maximum matching, by \( X \) the neighbours of \( Y \) in \( V(G) \setminus Y \), and by \( W \) all other vertices. Then:

(a) Any maximum matching in \( G \) contains a perfect matching of \( G[W] \) and near-perfect matchings of the connected components of \( G[Y] \), and matches all vertices in \( X \) to distinct connected components of \( G[Y] \);

(b) The connected components of \( G[Y] \) are factor-critical;

(c) \( 2\nu(G) = |V(G)| - q_G(X) + |X| \).

We call \( W, X, Y \) the Gallai-Edmonds decomposition of \( G \) (see Figure 10.10).

Proof: We apply Edmonds’ Cardinality Matching Algorithm and consider the matching \( M \) and the special blossom forest \( F \) at termination. Let \( X' \) be the set of inner vertices, \( Y' \) the set of outer vertices, and \( W' \) the set of out-of-forest vertices. We first prove that \( X', Y', W' \) satisfy (a)–(c), and then observe that \( X = X', Y = Y', \) and \( W = W' \).

The proof of Theorem 10.31 shows that \( 2\nu(G) = |V(G)| - q_G(X') + |X'| \). We apply Proposition 10.15 to \( X' \). Since the odd connected components of \( G - X' \) are exactly the outer blossoms in \( F \), (a) holds for \( X', Y', W' \). Since the outer blossoms are factor-critical, (b) also holds.

Since part (a) holds for \( X', Y', \) and \( W' \), we know that any maximum matching covers all the vertices in \( V(G) \setminus Y' \). In other words, \( Y \subseteq Y' \). We claim that \( Y' \subseteq Y \) also holds. Let \( v \) be an outer vertex in \( F \). Then \( M \triangle E(P(v)) \) is a maximum matching \( M' \), and \( M' \) does not cover \( v \). So \( v \in Y \).

Hence \( Y = Y' \). This implies \( X = X' \) and \( W = W' \), and the theorem is proved.

Exercises

1. Let \( G \) be a graph and \( M_1, M_2 \) two maximal matchings in \( G \). Prove that \( |M_1| \leq 2|M_2| \).

2. Let \( \alpha(G) \) denote the size of a maximum stable set in \( G \), and \( \zeta(G) \) the minimum cardinality of an edge cover. Prove:
   (a) \( \alpha(G) + \tau(G) = |V(G)| \) for any graph \( G \).
   (b) \( \nu(G) + \zeta(G) = |V(G)| \) for any graph \( G \) with no isolated vertices.
   (c) \( \zeta(G) = \alpha(G) \) for any bipartite graph \( G \).
   (König [1933], Gallai [1959])

3. Prove that a \( k \)-regular bipartite graph has \( k \) disjoint perfect matchings. Deduce from this that the edge set of a bipartite graph of maximum degree \( k \) can be partitioned into \( k \) matchings.
   (König [1916]); see Rizzi [1998] or Theorem 16.9.

* 4. A partially ordered set (or poset) is defined to be a set \( S \) together with a partial order on \( S \), i.e. a relation \( R \subseteq S \times S \) that is reflexive ((\( x, x \)) \( \in R \) for all \( x \in S \)), symmetric (if \( (x, y) \in R \) and \( (y, x) \in R \) then \( x = y \)), and transitive (if
(x, y) ∈ R and (y, z) ∈ R then (x, z) ∈ R). Two elements x, y ∈ S are called comparable if (x, y) ∈ R or (y, x) ∈ R, otherwise they are incomparable. A chain (an antichain) is a subset of pairwise comparable (incomparable) elements of S. Use König’s Theorem 10.2 to prove the following theorem of Dilworth [1950]:

In a finite poset the maximum size of an antichain equals the minimum number of chains into which the poset can be partitioned.

Hint: Take two copies v' and v'' of each v ∈ S and consider the graph with an edge \{v', w\} for each (v, w) ∈ R.

(Fulkerson [1956])

5. (a) Let S = \{1, 2, ..., n\} and 0 ≤ k < n/2. Let A and B be the collection of all k-element and (k + 1)-element subsets of S, respectively. Construct a bipartite graph

\[ G = (A ∪ B, \{a, b\} : a ∈ A, b ∈ B, a ⊆ b). \]

Prove that G has a matching covering A.

* (b) Prove Sperner’s Lemma: the maximum number of subsets of an n-element set such that none is contained in any other is \( \binom{n}{\lfloor n/2 \rfloor} \).

(Sperner [1928])

6. Let (U, S) be a set system. An injective function \( \Phi : S → U \) such that \( \Phi(S) ∈ S \) for all \( S ∈ S \) is called a system of distinct representatives of S.

Prove:

(a) \( S \) has a system of distinct representatives if and only if the union of any k of the sets in \( S \) has cardinality at least k.

(Hall [1935])

(b) For \( u ∈ U \) let \( r(u) := |\{S ∈ S : u ∈ S\}|. \) Let \( n := |S| \) and \( N := \sum_{S ∈ S} |S| = \sum_{u ∈ U} r(u). \) Suppose \( |S| < \frac{N}{n - 1} \) for \( S ∈ S \) and \( r(u) < \frac{N}{n - 1} \) for \( u ∈ U. \) Then \( S \) has a system of distinct representatives.

(Mendelsohn and Dulmage [1958])

7. Let G be a bipartite graph with bipartition V(G) = A ∪ B. Suppose that S ⊆ A, T ⊆ B, and there is a matching covering S and a matching covering T. Prove that then there is a matching covering S ∪ T.

(Mendelsohn and Dulmage [1958])

8. Show that any graph on n vertices with minimum degree k has a matching of cardinality \( \min\{k, \lfloor n/2 \rfloor\}. \)

Hint: Use Berge’s Theorem 10.7.

9. Let G be a graph and M a matching in G that is not maximum.

(a) Show that there are \( ν(G) − |M| \) vertex-disjoint M-augmenting paths in G.

Hint: Recall the proof of Berge’s Theorem 10.7.

(b) Prove that there exists an M-augmenting path of length at most \( \frac{ν(G)+|M|}{ν(G)−|M|} \) in G.

(c) Let P be a shortest M-augmenting path in G, and P' an \( (M ∆ E(P)) \)-augmenting path. Then \( |E(P')| ≥ |E(P)| + |E(P ∩ P')|. \)
Consider the following generic algorithm. We start with the empty matching and in each iteration augment the matching along a shortest augmenting path. Let \( P_1, P_2, \ldots \) be the sequence of augmenting paths chosen. By (c), \(|E(P_k)| \leq |E(P_{k+1})|\) for all \( k \).

(d) Show that if \(|E(P_i)| = |E(P_j)|\) for \( i \neq j \) then \( P_i \) and \( P_j \) are vertex-disjoint.

(e) Use (b) to prove that the sequence \(|E(P_1)|, |E(P_2)|, \ldots\) contains at most \( 2\sqrt{v(G)} + 2 \) different numbers.

(Hopcroft and Karp [1973])

10. Let \( G \) be a bipartite graph and consider the generic algorithm of Exercise 9.
   (a) Prove that – given a matching \( M \) – the union of all shortest \( M \)-augmenting paths in \( G \) can be found in \( O(n + m) \) time.
      \( \text{Hint:} \) Use a kind of breadth-first search with matching edges and non-matching edges alternating.
   (b) Consider a sequence of iterations of the algorithm where the length of the augmenting path remains constant. Show that the time needed for the whole sequence is no more than \( O(n + m) \).
      \( \text{Hint:} \) First apply (a) and then find the paths successively by DFS. Mark vertices already visited.
   (c) Combine (b) with Exercise 9(e) to obtain an \( O\left(\sqrt{n}(m + n)\right) \)-algorithm for the CARDINALITY MATCHING PROBLEM in bipartite graphs.
      (Hopcroft and Karp [1973])

11. Let \( G \) be a bipartite graph with bipartition \( V(G) = A \cup B, A = \{a_1, \ldots, a_k\}, B = \{b_1, \ldots, b_k\} \). For any vector \( x = (x_e)_{e \in E(G)} \) we define a matrix \( M_G(x) = (m_{ij}^x)_{1 \leq i, j \leq k} \) by

   \[
   m_{ij}^x := \begin{cases} 
   x_e & \text{if } e = \{a_i, b_j\} \in E(G) \\
   0 & \text{otherwise}
   \end{cases}
   \]

   Its determinant \( \det M_G(x) \) is a polynomial in \( x = (x_e)_{e \in E(G)} \). Prove that \( G \) has a perfect matching if and only if \( \det M_G(x) \) is not identically zero.

12. The \textbf{permanent} of a square matrix \( M = (m_{ij})_{1 \leq i, j \leq n} \) is defined by

   \[
   \text{per}(M) := \sum_{\pi \in S_n} \prod_{i=1}^{k} m_{i, \pi(i)},
   \]

   where \( S_n \) is the set of permutations of \( \{1, \ldots, n\} \). Prove that a simple bipartite graph \( G \) has exactly \( \text{per}(M_G(\mathbb{1})) \) perfect matchings, where \( M_G(x) \) is defined as in the previous exercise.

13. A \textbf{doubly stochastic matrix} is a nonnegative matrix whose column sums and row sums are all 1. Integral doubly stochastic matrices are called \textbf{permutation matrices}.

   Falikman [1981] and Egoryčev [1980] proved that for a doubly stochastic \( n \times n \)-matrix \( M \),

   \[
   \text{per}(M) \geq \frac{n!}{n^n},
   \]
and equality holds if and only if every entry of \( M \) is \( \frac{1}{n} \). (This was a famous conjecture of van der Waerden; see also Schrijver [1998].)

Brègman [1973] proved that for a 0-1-matrix \( M \) with row sums \( r_1, \ldots, r_n \),

\[
\text{per}(M) \leq (r_1!)^\frac{1}{r_1} \cdots (r_n!)^\frac{1}{r_n}.
\]

Use these results and Exercise 12 to prove the following. Let \( G \) be a simple \( k \)-regular bipartite graph on \( 2n \) vertices, and let \( \Phi(G) \) be the number of perfect matchings in \( G \).

Then

\[
n! \left( \frac{k}{n} \right)^n \leq \Phi(G) \leq (k!)^\frac{2}{n}.
\]

14. Prove that every 3-regular graph with at most two bridges has a perfect matching. Is there a 3-regular graph without a perfect matching?

\textbf{Hint:} Use Tutte’s Theorem 10.13.

(Petersen [1891])

\* 15. Let \( G \) be a graph, \( n := |V(G)| \) even, and for any set \( X \subseteq V(G) \) with \( |X| \leq \frac{3}{4} n \) we have

\[
\left| \bigcup_{x \in X} \Gamma(x) \right| \geq \frac{4}{3} |X|.
\]

Prove that \( G \) has a perfect matching.

\textbf{Hint:} Let \( S \) be a set violating the Tutte condition. Prove that the number of connected components in \( G - S \) with just one element is at most \( \max \{0, \frac{4}{3} |S| - \frac{1}{3} n\} \). Consider the cases \( |S| \geq \frac{n}{4} \) and \( |S| < \frac{n}{4} \) separately.

(Anderson [1971])

16. Prove that an undirected graph \( G \) is factorcritical if and only if \( G \) is connected and \( \nu(G) = \nu(G - v) \) for all \( v \in V(G) \).

17. Prove that the number of ears in any two odd ear-decompositions of a factor-critical graph \( G \) is the same.

\* 18. For a 2-edge-connected graph \( G \) let \( \varphi(G) \) be the minimum number of even ears in an ear-decomposition of \( G \) (cf. Exercise 17(a) of Chapter 2). Show that for any edge \( e \in E(G) \) we have either \( \varphi(G/e) = \varphi(G) + 1 \) or \( \varphi(G/e) = \varphi(G) - 1 \).

\textbf{Note:} The function \( \varphi(G) \) has been studied by Szigeti [1996] and Szegedy [1999].

19. Prove that a minimal factor-critical graph \( G \) (i.e. after the deletion of any edge the graph is no longer factor-critical) has at most \( \frac{3}{2} (|V(G)| - 1) \) edges. Show that this bound is tight.

20. Show how \textsc{Edmonds’ Cardinality Matching Algorithm} finds a maximum matching in the graph shown in Figure 10.1(b).

21. Given an undirected graph, can one find an edge cover of minimum cardinality in polynomial time?

\* 22. Given an undirected graph \( G \), an edge is called unmatchable if it is not contained in any perfect matching. How can one determine the set of unmatchable edges in \( O(n^3) \) time?
Hint: First determine a perfect matching in $G$. Then determine for each vertex $v$ the set of unmatchable edges incident to $v$.

23. Let $G$ be a graph, $M$ a maximum matching in $G$, and $F_1$ and $F_2$ two special blossom forests with respect to $M$, each with the maximum possible number of edges. Show that the set of inner vertices in $F_1$ and $F_2$ is the same.

24. Let $G$ be a $k$-connected graph with $2v(G) < |V(G)| - 1$. Prove:
   (a) $v(G) \geq k$;
   (b) $\tau(G) \leq 2v(G) - k$.
   
   Hint: Use the Gallai-Edmonds Theorem 10.32.
   (Erdős and Gallai [1961])
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11. Weighted Matching

Nonbipartite weighted matching appears to be one of the “hardest” combinatorial optimization problems that can be solved in polynomial time. We shall extend Edmonds’ Cardinality Matching Algorithm to the weighted case and shall again obtain an $O(n^3)$-implementation. This algorithm has many applications, some of which are mentioned in the exercises and in Section 12.2. There are two basic formulations of the weighted matching problem:

**MAXIMUM WEIGHT MATCHING PROBLEM**

*Instance:* An undirected graph $G$ and weights $c : E(G) \to \mathbb{R}$.

*Task:* Find a maximum weight matching in $G$.

**MINIMUM WEIGHT PERFECT MATCHING PROBLEM**

*Instance:* An undirected graph $G$ and weights $c : E(G) \to \mathbb{R}$.

*Task:* Find a minimum weight perfect matching in $G$ or decide that $G$ has no perfect matching.

It is easy to see that both problems are equivalent: Given an instance $(G, c)$ of the Minimum Weight Perfect Matching Problem, we set $c'(e) := K - c(e)$ for all $e \in E(G)$, where $K := 1 + \sum_{e \in E(G)} |c(e)|$. Then any maximum weight matching in $(G, c')$ is a maximum cardinality matching, and hence gives a solution of the Minimum Weight Perfect Matching Problem $(G, c)$.

Conversely, let $(G, c)$ be an instance of the Maximum Weight Matching Problem. Then we add $|V(G)|$ new vertices and all possible edges in order to obtain a complete graph $G'$ on $2|V(G)|$ vertices. We set $c'(e) := -c(e)$ for all $e \in E(G)$ and $c'(e) := 0$ for all new edges $e$. Then a minimum weight perfect matching in $(G', c')$ yields a maximum weight matching in $(G, c)$, simply by deleting the edges not belonging to $G$.

So in the following we consider only the Minimum Weight Perfect Matching Problem. As in the previous chapter, we start by considering bipartite graphs in Section 11.1. After an outline of the weighted matching algorithm in Section 11.2 we spend some effort on implementation details in Section 11.3 in order to obtain an $O(n^3)$ running time. Sometimes one is interested in solving many matching problems that differ only on a few edges; in such a case it is not nec-
necessary to solve the problem from scratch each time as is shown in Section 11.4. Finally, in Section 11.5 we discuss the matching polytope, i.e. the convex hull of the incidence vectors of matchings. We use a description of the related perfect matching polytope already for designing the weighted matching algorithm; in turn, this algorithm will directly imply that this description is complete.

## 11.1 The Assignment Problem

The **Assignment Problem** is just another name for the **Minimum Weight Perfect Matching Problem** in bipartite graphs.

As in the proof of Theorem 10.5, we can reduce the assignment problem to a network flow problem:

**Theorem 11.1.** The Assignment Problem can be solved in \( O(nm + n^2 \log n) \) time.

**Proof:** Let \( G \) be a bipartite graph with bipartition \( V(G) = A \cup B \). We assume \(|A| = |B| = n\). Add a vertex \( s \) and connect it to all vertices of \( A \), and add another vertex \( t \) connected to all vertices of \( B \). Orient the edges from \( s \) to \( A \), from \( A \) to \( B \), and from \( B \) to \( t \). Let the capacities be 1 everywhere, and let the new edges have zero cost.

Then any integral \( s-t \)-flow of value \( n \) corresponds to a perfect matching with the same cost, and vice versa. So we have to solve a **Minimum Cost Flow Problem**. We do this by applying the **Successive Shortest Path Algorithm** (see Section 9.4). The total demand is \( n \). So by Theorem 9.12, the running time is \( O(nm + n^2 \log n) \). \( \square \)

This is the fastest known algorithm. It is essentially equivalent to the “Hungarian method” by Kuhn [1955] and Munkres [1957], the oldest polynomial-time algorithm for the Assignment Problem.

It is worthwhile looking at the linear programming formulation of the Assignment Problem. It turns out that in the integer programming formulation

\[
\min \left\{ \sum_{e \in E(G)} c(e)x_e : x_e \in \{0, 1\} \ (e \in E(G)), \sum_{e \in \delta(v)} x_e = 1 \ (v \in V(G)) \right\}
\]

the integrality constraints can be omitted (replace \( x_e \in \{0, 1\} \) by \( x_e \geq 0 \):

**Theorem 11.2.** Let \( G \) be a graph, and let

\[
P := \left\{ x \in \mathbb{R}_{+}^{E(G)} : \sum_{e \in \delta(v)} x_e \leq 1 \ \text{for all} \ v \in V(G) \right\}
\]

and

\[
Q := \left\{ x \in \mathbb{R}_{+}^{E(G)} : \sum_{e \in \delta(v)} x_e = 1 \ \text{for all} \ v \in V(G) \right\}
\]
be the fractional matching polytope and the fractional perfect matching polytope of $G$. If $G$ is bipartite, then $P$ and $Q$ are both integral.

**Proof:** If $G$ is bipartite, then the incidence matrix $M$ of $G$ is totally unimodular due to Theorem 5.24. Hence by the Hoffman-Kruskal Theorem 5.19, $P$ is integral. $Q$ is a face of $P$ and thus it is also integral. \(\square\)

There is a nice corollary concerning doubly-stochastic matrices. A **doubly stochastic matrix** is a nonnegative square matrix such that the sum of the entries in each row and each column is 1. Integral doubly stochastic matrices are called permutation matrices.

**Corollary 11.3.** (Birkhoff [1946], von Neumann [1953]) Any doubly stochastic matrix $M$ can be written as a convex combination of permutation matrices $P_1, \ldots, P_k$ (i.e. $M = c_1 P_1 + \ldots + c_k P_k$ for nonnegative $c_1, \ldots, c_k$ with $c_1 + \ldots + c_k = 1$).

**Proof:** Let $M = (m_{ij})_{i,j\in\{1,\ldots,n\}}$ be a doubly stochastic $n \times n$-matrix, and let $K_{n,n}$ be the complete bipartite graph with colour classes $\{a_1, \ldots, a_n\}$ and $\{b_1, \ldots, b_n\}$. For $e = \{a_i, b_j\} \in E(K_{n,n})$ let $x_e = m_{ij}$. Since $M$ is doubly stochastic, $x$ is in the fractional perfect matching polytope $Q$ of $K_{n,n}$. By Theorem 11.2 and Corollary 3.27, $x$ can be written as a convex combination of integral vertices of $Q$. These obviously correspond to permutation matrices. \(\square\)

This corollary can also be proved directly (Exercise 3).

11.2 Outline of the Weighted Matching Algorithm

The purpose of this and the next section is to describe a polynomial-time algorithm for the general **Minimum Weight Perfect Matching Problem**. This algorithm was also developed by Edmonds [1965] and uses the concepts of his algorithm for the **Cardinality Matching Problem** (Section 10.5).

Let us first outline the main ideas without considering the implementation. Given a graph $G$ with weights $c : E(G) \to \mathbb{R}$, the **Minimum Weight Perfect Matching Problem** can be formulated as the integer linear program

$$
\min \left\{ \sum_{e \in E(G)} c(e) x_e : x_e \in \{0, 1\} \ (e \in E(G)), \sum_{e \in \delta(v)} x_e = 1 \ (v \in V(G)) \right\}.
$$

If $A$ is a subset of $V(G)$ with odd cardinality, any perfect matching must contain an odd number of edges in $\delta(A)$, in particular at least one. So adding the constraint

$$
\sum_{e \in \delta(A)} x_e \geq 1
$$

does not change anything. Throughout this chapter we use the notation $\mathcal{A} := \{A \subseteq V(G) : |A| \text{ odd} \}$. Now consider the LP relaxation:
\[
\begin{align*}
\text{min} & \quad \sum_{e \in E(G)} c(e)x_e \\
\text{s.t.} & \quad x_e \geq 0 \quad (e \in E(G)) \\
& \quad \sum_{e \in \delta(v)} x_e = 1 \quad (v \in V(G)) \\
& \quad \sum_{e \in \delta(A)} x_e \geq 1 \quad (A \in \mathcal{A}, |A| > 1)
\end{align*}
\] (11.1)

We shall prove later that the polytope described by (11.1) is integral; hence this LP describes the \textit{Minimum Weight Perfect Matching Problem} (this will be Theorem 11.13, a major result of this chapter). In the following we do not need this fact, but will rather use the LP formulation as a motivation.

To formulate the dual of (11.1), we introduce a variable \(z_A\) for each primal constraint, i.e. for each \(A \in \mathcal{A}\). The dual linear program is:

\[
\begin{align*}
\text{max} & \quad \sum_{A \in \mathcal{A}} z_A \\
\text{s.t.} & \quad z_A \geq 0 \quad (A \in \mathcal{A}, |A| > 1) \\
& \quad \sum_{A \in \mathcal{A}, e \in \delta(A)} z_A \leq c(e) \quad (e \in E(G))
\end{align*}
\] (11.2)

Note that the dual variables \(z_v\) for \(v \in V(G)\) are not restricted to be non-negative. Edmonds’ algorithm is a primal-dual algorithm. It starts with the empty matching \((x_e = 0 \text{ for all } e \in E(G))\) and the feasible dual solution

\[
z_A := \begin{cases} 
\frac{1}{2} \min\{c(e) : e \in \delta(A)\} & \text{if } |A| = 1 \\
0 & \text{otherwise}
\end{cases}
\]

At any stage of the algorithm, \(z\) will be a feasible dual solution, and we have

\[
\begin{align*}
& x_e > 0 \quad \Rightarrow \quad \sum_{A \in \mathcal{A}, e \in \delta(A)} z_A = c(e); \\
& z_A > 0 \quad \Rightarrow \quad \sum_{e \in \delta(A)} x_e \leq 1.
\end{align*}
\] (11.3)

The algorithm stops when \(x\) is the incidence vector of a perfect matching (i.e. we have primal feasibility). Due to the complementary slackness conditions (11.3) (Corollary 3.18) we then have the optimality of the primal and dual solutions. As \(x\) is optimal for (11.1) and integral, it is the incidence vector of a minimum weight perfect matching.

Given a feasible dual solution \(z\), we call an edge \(e\) \textit{tight} if the corresponding dual constraint is satisfied with equality, i.e. if

\[
\sum_{A \in \mathcal{A}, e \in \delta(A)} z_A = c(e).
\]

At any stage, the current matching will consist of tight edges only.
We work with a graph $G_z$ which results from $G$ by deleting all edges that are not tight and contracting each set $B$ with $z_B > 0$ to a single vertex. The family $B := \{ B \in A : z_B > 0 \}$ will be laminar at any stage, and each element of $B$ will induce a factor-critical subgraph consisting of tight edges only. Initially $B$ consists of the singletons.

One iteration of the algorithm roughly proceeds as follows. We first find a maximum cardinality matching $M$ in $G_z$, using Edmonds' Cardinality Matching Algorithm. If $M$ is a perfect matching, we are done: we can complete $M$ to a perfect matching in $G$ using tight edges only. Since the conditions (11.3) are satisfied, the matching is optimal.

![Diagram](Fig. 11.1.)

Otherwise we consider the Gallai-Edmonds decomposition $W, X, Y$ of $G_z$ (cf. Theorem 10.32). For each vertex $v$ of $G_z$ let $B(v) \in B$ be the vertex set whose contraction resulted in $v$. We modify the dual solution as follows (see Figure 11.1 for an illustration). For each $v \in X$ we decrease $z_{B(v)}$ by some positive constant $\varepsilon$. For each connected component $C$ of $G_z[Y]$ we increase $z_A$ by $\varepsilon$, where $A = \bigcup_{v \in C} B(v)$.

Note that tight matching edges remain tight, since by Theorem 10.32 all matching edges with one endpoint in $X$ have the other endpoint in $Y$. (Indeed, all edges of the alternating forest we are working with remain tight).

We choose $\varepsilon$ maximum possible while preserving dual feasibility. Since the current graph contains no perfect matching, the number of connected components of $G_z[Y]$ is greater than $|X|$. Hence the above dual change increases the dual objective function value $\sum_{A \in A} z_A$ by at least $\varepsilon$. If $\varepsilon$ can be chosen arbitrarily large, the dual LP (11.2) is unbounded, hence the primal LP (11.1) is infeasible (Theorem 3.22) and $G$ has no perfect matching.

Due to the change of the dual solution the graph $G_z$ will also change: new edges may become tight, new vertex sets may be contracted (corresponding to the components of $Y$ that are not singletons), and some contracted sets may be
“unpacked” (non-singletons whose dual variables become zero, corresponding to vertices of $X$).

The above is iterated until a perfect matching is found. We shall show later that this procedure is finite. This will follow from the fact that between two augmentations, each step (grow, shrink, unpack) increases the number of outer vertices.

11.3 Implementation of the Weighted Matching Algorithm

After this informal description we now turn to the implementation details. As with Edmonds’ Cardinality Matching Algorithm we do not explicitly shrink blossoms but rather store their ear-decomposition. However, there are several difficulties.

The “shrink”-step of Edmonds’ Cardinality Matching Algorithm produces an outer blossom. By the “augment”-step two connected components of the blossom forest become out-of-forest. Since the dual solution remains unchanged, we must retain the blossoms: we get so-called out-of-forest blossoms. The “grow”-step may involve out-of-forest blossoms which then become either inner or outer blossoms. Hence we have to deal with general blossom forests.

Another problem is that we must be able to recover nested blossoms one by one. Namely, if $z_A$ becomes zero for some inner blossom $A$, there may be subsets $A' \subseteq A$ with $|A'| > 1$ and $z_{A'} > 0$. Then we have to unpack the blossom $A$, but not the smaller blossoms inside $A$ (except if they remain inner and their dual variables are also zero).

Throughout the algorithm we have a laminar family $B \subseteq A$, containing at least all singletons. All elements of $B$ are blossoms. We have $z_A = 0$ for all $A \notin B$. The set $B$ is laminar and is stored by a tree-representation (cf. Proposition 2.14). For easy reference, a number is assigned to each blossom in $B$ that is not a singleton.

We store ear-decompositions of all blossoms in $B$ at any stage of the algorithm. The variables $\mu(x)$ for $x \in V(G)$ again encode the current matching $M$. We denote by $b^1(x), \ldots, b^{k_x}(x)$ the blossoms in $B$ containing $x$, without the singleton. $b^{k_x}(x)$ is the outermost blossom. We have variables $\rho^i(x)$ and $\varphi^i(x)$ for each $x \in V(G)$ and $i = 1, \ldots, k_x$. $\rho^i(x)$ is the base of the blossom $b^i(x)$. $\mu(x)$ and $\varphi^i(x)$, for all $x$ and $j$ with $b^j(x) = i$, are associated with an $M$-alternating ear-decomposition of blossom $i$.

Of course, we must update the blossom structures ($\varphi$ and $\rho$) after each augmentation. Updating $\rho$ is easy. Updating $\varphi$ can also be done in linear time by Lemma 10.23.

For inner blossoms we need, in addition to the base, the vertex nearest to the root of the tree in the general blossom forest, and the neighbour in the next outer blossom. These two vertices are denoted by $\sigma(x)$ and $\chi(\sigma(x))$ for each base $x$ of an inner blossom. See Figure 11.2 for an illustration.

With these variables, the alternating paths to the root of the tree can be determined. Since the blossoms are retained after an augmentation, we must choose...
the augmenting path such that each blossom still contains a near-perfect matching afterwards.

Figure 11.2 shows that we must be careful: There are two nested inner blossoms, induced by \( \{x_3, x_4, x_5\} \) and \( \{x_1, x_2, x_3, x_4, x_5\} \). If we just consider the ear-decomposition of the outermost blossom to find an alternating path from \( x_0 \) to the root \( x_6 \), we will end up with \((x_0, x_1, x_4, x_5) = \sigma(x_1), x_6 = \chi(x_5))\). After augmenting along \((y_6, y_5, y_4, y_3, y_2, y_1, y_0, x_0, x_1, x_4, x_5, x_6)\), the factor-critical subgraph induced by \( \{x_3, x_4, x_5\} \) no longer contains a near-perfect matching.

Thus we must find an alternating path within each blossom which contains an even number of edges within each sub-blossom. This is accomplished by the following procedure:

<table>
<thead>
<tr>
<th>BLOSSOMPATH</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Input:</strong></td>
</tr>
<tr>
<td><strong>Output:</strong></td>
</tr>
<tr>
<td>1</td>
</tr>
<tr>
<td>2</td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td>3</td>
</tr>
</tbody>
</table>

**Proposition 11.4.** The procedure BLOSSOMPATH can be implemented in \( O(n) \) time. \( M \Delta E(Q(x_0)) \) contains a near-perfect matching within each blossom.
Proof: Let us first check that the procedure indeed computes a path. In fact, if a blossom of $B$ is left, it is never entered again. This follows from the fact that contracting the maximal sub-blossoms of any blossom in $B$ results in a circuit (a property which will be maintained).

At the beginning of each iteration, $B$ is the list of all blossoms that either contain $x_0$ or have been entered via a non-matching edge and have not been left yet. The constructed path leaves any blossom in $B$ via a matching edge. So the number of edges within each blossom is even, proving the second statement of the proposition.

When implementing the procedure in $O(n)$ time, the only nontrivial task is the update of $B$. We store $B$ as a sorted list. Using the tree-representation of $B$ and the fact that each blossom is entered and left at most once, we get a running time of $O(n + |B|)$. Note that $|B| = O(n)$, because $B$ is laminar.

Now determining an augmenting path consists of applying the procedure BlossomPath within blossoms, and using $\mu$ and $\chi$ between blossoms. When we find adjacent outer vertices $x, y$ in different trees of the general blossom forest, we apply the following procedure to both $x$ and $y$. The union of the two paths together with the edge $\{x, y\}$ will be the augmenting path.

\[
\begin{align*}
\text{TreePath} & \\
\text{Input:} & \quad \text{An outer vertex } v. \\
\text{Output:} & \quad \text{An alternating path } P(v) \text{ from } v \text{ to the root of the tree in the blossom forest.} \\
\text{Step 1} & \quad \text{Let initially } P(v) \text{ consist of } v \text{ only. Let } x := v. \\
\text{Step 2} & \quad \text{Let } y := \rho^h(x). \text{ Let } Q(x) := \text{BlossomPath}(x). \text{ Append } Q(x) \text{ to } P(v). \\
\text{Step 3} & \quad \text{If } \mu(y) = y \text{ then stop.} \\
\text{Step 4} & \quad \text{Set } P(v) := P(v) + \{y, \mu(y)\}. \\
& \quad \text{Let } Q(\sigma(\mu(y))) := \text{BlossomPath}(\sigma(\mu(y))). \\
& \quad \text{Append the reverse of } Q(\sigma(\mu(y))) \text{ to } P(v). \\
& \quad \text{Let } P(v) := P(v) + \{\sigma(\mu(y)), \chi(\sigma(\mu(y)))\}. \\
& \quad \text{Set } x := \chi(\sigma(\mu(y))) \text{ and go to } \text{Step 2.}
\end{align*}
\]

The second main problem is how to determine $\varepsilon$ efficiently. The general blossom forest, after all possible grow-, shrink- and augment-steps are done, yields the Gallai-Edmonds decomposition $W, X, Y$ of $G_z$. $W$ contains the out-of-forest blossoms, $X$ contains the inner blossoms, and $Y$ consists of the outer blossoms.

For a simpler notation, let us define $c(\{v, w\}) := \infty$ if $\{v, w\} \notin E(G)$. Moreover, we use the abbreviation

\[ slack(v, w) := c(\{v, w\}) - \sum_{A \in \mathcal{A}, \{v, w\} \in \delta(A)} z_A. \]

So $\{v, w\}$ is a tight edge if and only if $slack(v, w) = 0$. Then let
\[ \varepsilon_1 := \min\{z_A : A \text{ is a maximal inner blossom, } |A| > 1\}; \]
\[ \varepsilon_2 := \min \{\text{slack}(x, y) : x \text{ outer, } y \text{ out-of-forest}\}; \]
\[ \varepsilon_3 := \frac{1}{2} \min \{\text{slack}(x, y) : x, y \text{ outer, belonging to different blossoms}\}; \]
\[ \varepsilon := \min\{\varepsilon_1, \varepsilon_2, \varepsilon_3\}. \]

This \( \varepsilon \) is the maximum number such that the dual change by \( \varepsilon \) preserves dual feasibility. If \( \varepsilon = \infty \), (11.2) is unbounded and so (11.1) is infeasible. In this case \( G \) has no perfect matching.

Obviously, \( \varepsilon \) can be computed in finite time. However, in order to obtain an \( O(n^3) \) overall running time we must be able to compute \( \varepsilon \) in \( O(n) \) time. This is easy as far as \( \varepsilon_1 \) is concerned, but requires additional data structures for \( \varepsilon_2 \) and \( \varepsilon_3 \).

For \( A \in \mathcal{B} \) let
\[ \zeta_A := \sum_{B \in \mathcal{B} : A \subseteq B} z_B. \]

We shall update these values whenever changing the dual solution; this can easily be done in linear time (using the tree-representation of \( \mathcal{B} \)). Then

\[ \varepsilon_2 = \min \left\{ c(\{x, y\}) - \zeta_{\{x\}} - \zeta_{\{y\}} : x \text{ outer, } y \text{ out-of-forest} \right\}, \]
\[ \varepsilon_3 = \frac{1}{2} \min \left\{ c(\{x, y\}) - \zeta_{\{x\}} - \zeta_{\{y\}} : x, y \text{ outer, belonging to different blossoms} \right\}. \]

To compute \( \varepsilon_2 \), we store for each out-of-forest vertex \( v \) the outer neighbour \( w \) for which \( \text{slack}(v, w) = c(\{v, w\}) - \zeta_{\{v\}} - \zeta_{\{w\}} \) is minimum. We call this neighbour \( \tau_v \). These variables are updated whenever necessary. Then it is easy to compute \( \varepsilon_2 = \min\{c(\{v, \tau_v\}) - \zeta_{\{v\}} - \zeta_{\{\tau_v\}} : v \text{ out-of-forest}\} \).

To compute \( \varepsilon_3 \), we introduce variables \( t_v^A \) and \( \tau_v^A \) for each outer vertex \( v \) and each \( A \in \mathcal{B} \), unless \( A \) is outer but not maximal. \( \tau_v^A \) is the vertex in \( A \) minimizing \( \text{slack}(v, \tau_v^A) \), and \( t_v^A = \text{slack}(v, \tau_v^A) + \Delta + \zeta_A \), where \( \Delta \) denotes the sum of the \( \varepsilon \)-values in all dual changes.

Although when computing \( \varepsilon_3 \) we are interested only in the values \( t_v^A \) for maximal outer blossoms of \( \mathcal{B} \), we update these variables also for inner and out-of-forest blossoms (even those that are not maximal), because they may become maximal outer later. Blossoms that are outer but not maximal will not become maximal outer before an augmentation takes place. After each augmentation, however, all these variables are recomputed.

The variable \( t_v^A \) has the value \( \text{slack}(v, \tau_v^A) + \Delta + \zeta_A \) at any time. Observe that this value does not change as long as \( v \) remains outer, \( A \in \mathcal{B} \), and \( \tau_v^A \) is the vertex in \( A \) minimizing \( \text{slack}(v, \tau_v^A) \). Finally, we write \( t^A := \min\{t_v^A : v \notin A, v \text{ outer}\} \). We conclude that
\[ \varepsilon_3 = \frac{1}{2} \text{slack}(v, \tau_v^A) = \frac{1}{2}(t_v^A - \Delta - \zeta_A) = \frac{1}{2}(t^A - \Delta - \zeta_A), \]
where \( A \) is a maximal outer element of \( B \) for which \( t^A - \xi_A \) is minimum, and \( v \) is some outer vertex with \( v \not\in A \) and \( t^A_v = t^A \).

At certain stages we have to update \( \tau^A_v \) and \( t^A_v \) for a certain vertex \( v \) and all \( A \in B \) (except those that are outer but not maximal), for example if a new vertex becomes outer. The following procedure also updates the variables \( \tau_w \) for out-of-forest vertices \( w \) if necessary.

<table>
<thead>
<tr>
<th>UPDATE</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Input:</strong></td>
</tr>
<tr>
<td><strong>Output:</strong></td>
</tr>
</tbody>
</table>

1. **For** each neighbour \( w \) of \( v \) that is out-of-forest **do**:
   - **If** \( c(\{v, w\}) - \xi_v < c(\{w, \tau_w\}) - \xi_{\tau_w} \) **then** set \( \tau_w := v \).
2. **For** each \( x \in V(G) \) **do**:
   - Set \( \tau^{(x)}_v := x \) and \( t^{(x)}_v := c(\{v, x\}) - \xi_v + \Delta \).
3. **For** \( A \in B \) with \( |A| > 1 \) **do**:
   - Set inductively \( \tau^A_v := \tau^{A'}_v \) and \( t^A_v := t^{A'}_v - \xi_{A'} + \xi_A \), where \( A' \) is the one among the maximal proper subsets of \( A \) in \( B \) for which \( t^{A'}_v - \xi_{A'} \) is minimum.
4. **For** \( A \in B \) with \( v \not\in A \), except those that are outer but not maximal, **do**:
   - Set \( t^A := \min\{t^A, t^A_v\} \).

Obviously this computation coincides with the above definition of \( \tau^A_v \) and \( t^A_v \). It is important that this procedure runs in linear time:

**Lemma 11.5.** If \( B \) is laminar, the procedure **UPDATE** can be implemented with \( O(n) \) time.

**Proof:** By Proposition 2.15, a laminar family of subsets of \( V(G) \) has cardinality at most \( 2|V(G)| = O(n) \). If \( B \) is stored by its tree-representation, then a linear-time implementation is easy. \( \square \)

We can now go ahead with the formal description of the algorithm. Instead of identifying inner and outer vertices by the \( \mu- \), \( \phi- \) and \( \rho- \)values, we directly mark each vertex with its status (inner, outer or out-of-forest).

**Weighted Matching Algorithm**

| **Input:** | A graph \( G \), weights \( c : E(G) \rightarrow \mathbb{R} \). |
| **Output:** | A minimum weight perfect matching in \( G \), given by the edges \( \{x, \mu(x)\} \), or the answer that \( G \) has no perfect matching. |

1. Set \( B := \{\{v\} : v \in V(G)\} \) and \( K := 0 \). Set \( \Delta := 0 \).
   - Set \( z_v := \frac{1}{2} \min\{c(e) : e \in \delta(v)\} \) and \( \xi_v := z_v \) for all \( v \in V(G) \).
   - Set \( k_v := 0 \), \( \mu(v) := v \), \( \rho^0(v) := v \), and \( \phi^0(v) := v \) for all \( v \in V(G) \).
   - Mark all vertices as outer.
For all $v \in V(G)$ do: Set $scanned(v) := false$.
For each out-of-forest vertex $v$ do: Let $\tau_v$ be an arbitrary outer vertex.
Set $t^A := \infty$ for all $A \in \mathcal{B}$.
For all outer vertices $v$ do: $\text{UPDATE}(v)$.

If all outer vertices are scanned
\textbf{then go to 3},
else let $x$ be an outer vertex with $scanned(x) = false$.

Let $y$ be a neighbour of $x$ such that \{x, y\} is tight and either $y$ is
out-of-forest or (y is outer and $\rho^k(y) \neq \rho^k(x)$). If there is no such $y$
\textbf{then set $scanned(x) := true$ and go to 3}.

If $y$ is not out-of-forest \textbf{then go to 6}, else:
\begin{itemize}
\item \textit{("grow")}
\item Set $\sigma(\rho^k(y)) := y$ and $\chi(y) := x$.
\item Mark all vertices $v$ with $\rho^k(v) = \rho^k(y)$ as inner.
\item Mark all vertices $v$ with $\mu(\rho^k(v)) = \rho^k(y)$ as outer.
\item For each new outer vertex $v$ do: $\text{UPDATE}(v)$.
\end{itemize}
Go to 4.

Let $P(x) := \text{TREEPath}(x)$ be given by $(x = x_0, x_1, x_2, \ldots, x_{2h})$.
Let $P(y) := \text{TREEPath}(y)$ be given by $(y = y_0, y_1, y_2, \ldots, y_{2j})$.
If $P(x)$ and $P(y)$ are not vertex-disjoint \textbf{then go to 7}, else:
\begin{itemize}
\item \textit{("augment")}
\item For $i := 0$ to $h - 1$ do: Set $\mu(x_{2i+1}) := x_{2i+2}$ and $\mu(x_{2i+2}) := x_{2i+1}$.
\item For $i := 0$ to $j - 1$ do: Set $\mu(y_{2i+1}) := y_{2i+2}$ and $\mu(y_{2i+2}) := y_{2i+1}$.
\item Set $\mu(x) := y$ and $\mu(y) := x$.
\item Mark all vertices $v$ such that the endpoint of $\text{TREEPath}(v)$ is either $x_{2h}$
or $y_{2j}$ as out-of-forest.
\item Update all values $\varphi^i(v)$ and $\rho^i(v)$ for these vertices (using Lemma 10.23).
\item If $\mu(v) \neq v$ for all $v$ then stop, else go to 2.
\end{itemize}

\textbf{7} \textit{("shrink")}

Let $r = x_{2h'} = y_{2j'}$ be the first outer vertex of $V(P(x)) \cap V(P(y))$ with
$\rho^k(r) = r$.
Let $A := \{v \in V(G) : \rho^k(v) \in V(P(x)_{[x,r]}) \cup V(P(y)_{[y,r]})\}$.
Set $K := K + 1$, $\mathcal{B} := \mathcal{B} \cup \{A\}$, $z_A := 0$ and $\xi_A := 0$.
For all $v \in A$ do:
\begin{itemize}
\item Set $k_v := k_v + 1$, $b^k(v) := K$, $\rho^k_v(v) := r$, $\varphi^k(v) := \varphi^{k-1}(v)$ and
mark $v$ as outer.
\item For $i := 1$ to $h'$ do:
\begin{itemize}
\item If $\rho^k(v)(x_{2i}) \neq r$ then set $\varphi^{k-1}(x_{2i}) := x_{2i-1}$.
\item If $\rho^{k-1}(x_{2i-1}) \neq r$ then set $\varphi^{k-1}(x_{2i-1}) := x_{2i}$.
\end{itemize}
\item For $i := 1$ to $j'$ do:
\begin{itemize}
\item If $\rho^k(v)(y_{2i}) \neq r$ then set $\varphi^{k-1}(y_{2i}) := y_{2i-1}$.
\item If $\rho^{k-1}(y_{2i-1}) \neq r$ then set $\varphi^{k-1}(y_{2i-1}) := y_{2i}$.
\end{itemize}
\end{itemize}
If \( \rho^k(x) \neq r \) then set \( \varphi^k(x) := y \).
If \( \rho^k(y) \neq r \) then set \( \varphi^k(y) := x \).

For each outer vertex \( v \) do:
Set \( t^A_v := t^A - \zeta_A \) and \( \tau^A_v := \tau^A \), where \( A' \) is the one among the maximal proper subsets of \( A \) in \( B \) for which \( t^A_v - \zeta_A \) is minimum.
Set \( t^A := \min\{t^A_v : v \text{ outer} \} \), there is no \( \bar{A} \subseteq B \) with \( A \cup \{v\} \subseteq \bar{A} \).

For each new outer vertex \( v \) do: UPDATE(\( v \)).

Go to \( (4) \).

(8) ("dual change")
Set \( \varepsilon_1 := \min\{z_A : A \text{ maximal inner element of } B, |A| > 1\} \).
Set \( \varepsilon_2 := \min\{c(\{v, \tau_v\} - \zeta_{|v|} - \zeta_{|\tau_v|} : v \text{ out-of-forest}\} \).
Set \( \varepsilon_3 := \min\{\frac{1}{2}(t^A - \Delta - \zeta_A) : A \text{ maximal outer element of } B\} \).
Set \( \varepsilon := \min\{\varepsilon_1, \varepsilon_2, \varepsilon_3\} \).
If \( \varepsilon = \infty \), then stop (\( G \) has no perfect matching).
If \( \varepsilon = \varepsilon_3 = \frac{1}{2}(t^A - \Delta - \zeta_A) \), \( A \) maximal outer element of \( B \), \( v \) outer and \( v \notin A \) then set \( \text{scanned}(v) := \text{false} \).

For each maximal outer element \( A \) of \( B \) do:
Set \( z_A := z_A + \varepsilon \) and \( \zeta_A := \zeta_A + \varepsilon \) for all \( A' \subseteq B \) with \( A' \subseteq A \).

For each maximal inner element \( A \) of \( B \) do:
Set \( z_A := z_A - \varepsilon \) and \( \zeta_A := \zeta_A - \varepsilon \) for all \( A' \subseteq B \) with \( A' \subseteq A \).
Set \( \Delta := \Delta + \varepsilon \).

(9) While there is a maximal inner \( A \subseteq B \) with \( z_A = 0 \) and \( |A| > 1 \) do:
("unpack")
Set \( B := B \setminus \{A\} \).
Let \( y := \sigma(\rho^{k_i}(v)) \) for some \( v \in A \).
Let \( Q(y) := \text{BLOSSOMPATH}(y) \) be given by
\( (y = r_0, r_1, r_2, \ldots, r_{2l-1}, r_{2l} = \rho^{k_i}(y)) \).
Mark all \( v \in A \) with \( \rho^{k_i-1}(v) \notin V(Q(y)) \) as out-of-forest.
Mark all \( v \in A \) with \( \rho^{k_i-1}(v) = r_{2l-1} \) for some \( i \) as outer.
For all \( v \in A \) with \( \rho^{k_i-1}(v) = r_{2l} \) for some \( i \) \( v \) remains inner do:
Set \( \sigma(\rho^{k_i}(v)) := r_j \) and \( \chi(r_j) := r_{j-1} \), where
\( j := \min\{j' \in \{0, \ldots, 2l\} : \rho^{k_i-1}(r_{j'}) = \rho^{k_i-1}(v)\} \).
For all \( v \in A \) do: Set \( k_v := k_v - 1 \).
For each new out-of-forest vertex \( v \) do: Let \( \tau_v \) be the outer vertex \( w \)
for which \( c(\{v, w\}) - \zeta_{|v|} - \zeta_{|w|} \) is minimum.
For each new outer vertex \( v \) do: UPDATE(\( v \)).

Go to \( (3) \).

Note that in contrast to our previous discussion, \( \varepsilon = 0 \) is possible. The variables \( \tau^A_v \) are not needed explicitly. The "unpack"-step \( (9) \) is illustrated in Figure 11.3, where a blossom with 19 vertices is unpacked. Two of the five sub-blossoms become out-of-forest, two become inner blossoms and one becomes an outer blossom.
In (6), the connected components of the blossom forest \( F \) have to be determined. This can be done in linear time by Proposition 2.17.

Before analysing the algorithm, let us demonstrate its major steps by an example. Consider the graph in Figure 11.4(a). Initially, the algorithm sets \( z_{\{a\}} = z_{\{d\}} = z_{\{h\}} = 2, z_{\{b\}} = x_{\{c\}} = z_{\{f\}} = 4 \) and \( z_{\{e\}} = z_{\{g\}} = 6 \). In Figure 11.4(b) the slacks can be seen. So in the beginning the edges \{\( a, d \), \{\( a, h \), \{\( b, c \), \{\( b, f \), \{\( c, f \)\}\} are tight.

We assume that the algorithm scans the vertices in alphabetical order. So the first steps are

\[ \text{augment}(a, d), \quad \text{augment}(b, c), \quad \text{grow}(f, b). \]

Figure 11.5(a) shows the current general blossom forest.
The next steps are

\[ \text{shrink}(f, c), \quad \text{grow}(h, a), \]

resulting in the general blossom forest shown in Figure 11.5(b). Now all the tight edges are used up, so the dual variables have to change. We perform \((\mathcal{S})\) and obtain \(\epsilon = \epsilon_3 = 1\), say \(A = \{b, c, f\}\) and \(\tau^A_v = d\). The new dual variables are \(z_{\{b, c, f\}} = 1, z_{\{a\}} = 1, z_{\{d\}} = z_{\{h\}} = 3, z_{\{b\}} = z_{\{c\}} = z_{\{f\}} = 4, z_{\{e\}} = z_{\{g\}} = 7\). The current slacks are shown in Figure 11.6(a). The next step is

\[ \text{augment}(d, c). \]

The blossom \(\{b, c, f\}\) becomes out-of-forest (Figure 11.6(b)). Now the edge \(\{e, f\}\) is tight, but in the previous dual change we have only set \(\text{scanned}(d) := false\). So we need to do \((\mathcal{S})\) with \(\epsilon = \epsilon_3 = 0\) twice to make the next steps possible. We arrive at Figure 11.7(a).

No more edges incident to outer vertices are tight, so we perform \((\mathcal{S})\) once more. We obtain \(\epsilon = \epsilon_1 = 1\) and obtain the new dual solution \(z_{\{b, c, f\}} = 0, z_{\{a\}} = 0, z_{\{d\}} = z_{\{h\}} = z_{\{b\}} = x_{\{c\}} = z_{\{f\}} = 4, z_{\{e\}} = z_{\{g\}} = 8\). The new slacks are
shown in Figure 11.7(b). Since the dual variable for the inner blossom \{B, C, F\} becomes zero, we have to unpack(\{b, c, f\}).

The general blossom forest we get is shown in Figure 11.8(a). After another dual variable change with \(\varepsilon = \varepsilon_3 = \frac{1}{3}\) we obtain \(z_{\{a\}} = -0.5\), \(z_{\{c\}} = z_{\{f\}} = 3.5\), \(z_{\{b\}} = z_{\{d\}} = z_{\{h\}} = 4.5\), \(z_{\{e\}} = z_{\{g\}} = 8.5\) (the slacks are shown in Figure 11.8(b)).

The final steps are
shrinking \(d, e\), augmenting \(g, h\),
and the algorithm terminates. The final matching is \(M = \{(e, f), (b, c), (a, d), (g, h)\}\). We check that \(M\) has total weight 37, equal to the sum of the dual variables.

Let us now check that the algorithm works correctly.

**Proposition 11.6.** The following statements hold at any stage of the **Weighted Matching Algorithm**:

(a) \(\mathcal{B}\) is a laminar family. \(\mathcal{B} = \{\{v \in V(G) : b^j(v) = j\text{ for some } i\} : j = 1, \ldots, B\}\). The sets \(V_{\rho^k(r)} := \{v : \rho^k(v) = \rho^k(r)\}\) are exactly the maximal elements of \(\mathcal{B}\). The vertices in each \(V_r\) are marked either all outer or all inner or all out-of-forest. Each \(\{v, \varphi^k(v)\} : v \in V_r \setminus \{r\}\) is a blossom with base \(r\).

(b) The edges \(\{x, \mu(x)\}\) form a matching \(M\). \(M\) contains a near-perfect matching within each element of \(\mathcal{B}\).

(c) For each \(b \in \{1, \ldots, K\}\) let \(X(b) := \{v \in V(G) : b^j(v) = b\text{ for some } i\}\). Then the variables \(\mu(v)\) and \(\varphi^i(v)\), for those \(v\) and \(i\) with \(b^j(v) = b\), are associated with an \(M\)-alternating ear-decomposition in \(G[X(b)]\).

(d) The edges \(\{x, \mu(x)\}\) and \(\{x, \varphi^i(x)\}\) for all \(x\) and \(i\), and the edges \(\{\sigma(x), \chi(\sigma(x))\}\) for all bases \(x\) of maximal inner blossoms, are all tight.

(e) The edges \(\{x, \mu(x)\}, \{x, \varphi^i(x)\}\) for all inner or outer \(x\), together with the edges \(\{\sigma(x), \chi(\sigma(x))\}\) for all bases \(x\) of maximal inner blossoms, form a general blossom forest \(F\) with respect to \(M\). The vertex marks (inner, outer, out-of-forest) are consistent with \(F\).

(f) Contracting the maximal sub-blossoms of any blossom in \(\mathcal{B}\) results in a circuit.

(g) For each outer vertex \(v\), the procedure **TreePath** gives an \(M\)-alternating \(v\)-\(r\)-path, where \(r\) is the root of the tree in \(F\) containing \(v\).

**Proof:** The properties clearly hold at the beginning (after (2) is executed the first time). We show that they are maintained throughout the algorithm. This is easily seen for (a) by considering (7) and (9). For (b), this follows from Proposition 11.4 and the assumption that (f) and (g) hold before augmenting.

The proof that (c) continues to hold after shrinking is the same as in the non-weighted case (see Lemma 10.30 (c)). The \(\varphi\)-values are recomputed after augmenting and not changed elsewhere. (d) is guaranteed by (4).

It is easy to see that (e) is maintained by (5): The blossom containing \(y\) was out-of-forest, and setting \(\chi(y) := x\) and \(\sigma(v) := y\) for the base \(v\) of the blossom makes it inner. The blossom containing \(\mu(\rho^k(y))\) was also out-of-forest, and becomes outer.

In (6), two connected components of the general blossom forest clearly become out-of-forest, so (e) is maintained. In (7), the vertices in the new blossom clearly become outer because \(r\) was outer before. In (9), for the vertices \(v \in A\) with \(\rho^{k+r-1}(v) \notin V(Q(y))\) we also have \(\mu(\rho^{k+r-1}(v)) \notin V(Q(y))\), so they become out-of-forest. For each \(v \in A\) with \(\rho^{k+r-1}(v) = r_k\) for some \(k\). Since \(\{r_i, r_{i+1}\} \in M\) iff \(i\) is even, \(v\) becomes outer iff \(k\) is odd.
(f) holds for any blossom, as any new blossom arises from an odd circuit in \( \mathcal{F} \). To see that (g) is maintained, it suffices to observe that \( \sigma(x) \) and \( \chi(\sigma(x)) \) are set correctly for all bases \( x \) of maximal inner blossoms. This is easily checked for both (5) and (9).

Proposition 11.6(a) justifies calling the maximal elements of \( B \) inner, outer or out-of-forest in \( \mathcal{F} \) and \( \mathcal{G} \) of the algorithm.

Next we show that the algorithm maintains a feasible dual solution.

**Lemma 11.7.** At any stage of the algorithm, \( z \) is a feasible dual solution. If \( \varepsilon = \infty \) then \( G \) has no perfect matching.

**Proof:** We always have \( z_A = 0 \) for all \( A \in A \setminus B \). \( z_A \) is decreased only for those \( A \in B \) that are maximal in \( B \) and inner. So the choice of \( \varepsilon_1 \) guarantees that \( z_A \) continues to be nonnegative for all \( A \) with \( |A| > 1 \).

How can the constraints \( \sum_{A \in A : \{e \in \delta(A) \}} z_A \leq c(e) \) be violated? If \( \sum_{A \in A : \{e \in \delta(A) \}} z_A \) increases in \( \mathcal{F} \), \( e \) must either connect an outer and an out-of-forest vertex or two different outer blossoms. So the maximal \( \varepsilon \) such that the new \( z \) still satisfies \( \sum_{A \in A : \{e \in \delta(A) \}} z_A \leq c(e) \) is slack \( (e) \) in the first case and \( \frac{1}{2} \text{slack} (e) \) in the second case.

We thus have to prove that \( \varepsilon_2 \) and \( \varepsilon_3 \) are computed correctly:

\[
\varepsilon_2 = \min \{ \text{slack}(v, w) : v \text{ outer}, w \text{ out-of-forest} \}
\]

and

\[
\varepsilon_3 = \frac{1}{2} \min \{ \text{slack}(v, w) : v, w \text{ outer, } \rho^k(v) \neq \rho^k(w) \}.
\]

For \( \varepsilon_2 \) this is easy to see, since for any out-of-forest vertex \( v \) we always have that \( \tau_v \) is the outer vertex \( w \) minimizing \( \text{slack}(v, w) = c([v], [w]) - \xi_v[v] - \xi_v[w] \).

Now consider \( \varepsilon_3 \). We claim that at any stage of the algorithm the following holds for any outer vertex \( v \) and any \( A \in B \) such that there is no \( \tilde{A} \in B \) with \( A \cup \{v\} \subseteq \tilde{A} \):

(a) \( \tau^A_v \in A \).

(b) \( \text{slack}(v, \tau^A_v) = \min \{ \text{slack}(v, u) : u \in A \} \).

(c) \( \xi_A = \sum_{B \in B : A \subseteq B} z_B \). \( \Delta \) is the sum of the \( \varepsilon \)-values in all dual changes so far.

(d) \( \text{slack}(v, \tau^A_v) = t^A_v - \Delta - \xi_A \).

(e) \( t^A_v = \min \{ t^A_v : v \text{ outer and there is no } \tilde{A} \in B \text{ with } A \cup \{v\} \subseteq \tilde{A} \} \).

(a), (c), and (e) are easily seen to be true. (b) and (d) hold when \( \tau^A_v \) is defined (in \( \mathcal{F} \) or in \( \text{UPDATE}(v) \)), and afterwards \( \text{slack}(v, u) \) decreases exactly by the amount that \( \Delta + \xi_A \) increases (due to (c)). Now (a), (b), (d), and (e) imply that \( \varepsilon_3 \) is computed correctly.

Now suppose \( \varepsilon = \infty \), i.e. \( \varepsilon \) can be chosen arbitrarily large without destroying dual feasibility. Since the dual objective \( \Pi_z \) increases by at least \( \varepsilon \) in \( \mathcal{G} \), we conclude that the dual LP (11.2) is unbounded. Hence by Theorem 3.22 the primal LP (11.1) is infeasible.

Now the correctness of the algorithm follows:
**Theorem 11.8.** If the algorithm terminates in $6^\circ$, the edges $\{x, \mu(x)\}$ form a minimum weight perfect matching in $G$.

**Proof:** Let $x$ be the incidence vector of $M$ (the matching consisting of the edges $\{x, \mu(x)\}$). The complementary slackness conditions

$$x_e > 0 \Rightarrow \sum_{A \ni A \cap \delta(A)} z_A = c(e)$$

$$z_A > 0 \Rightarrow \sum_{e \in \delta(A)} x_e = 1$$

are satisfied: The first one holds since all the matching edges are tight (Proposition 11.6(d)). The second one follows from Proposition 11.6(b). Since we have feasible primal and dual solutions (Lemma 11.7), both must be optimal (Corollary 3.18). So $x$ is optimal for the LP (11.1) and integral, proving that $M$ is a minimum weight perfect matching. \[\square\]

Until now we have not proved that the algorithm terminates.

**Theorem 11.9.** The running time of the Weighted Matching Algorithm between two augmentations is $O(n^2)$. The overall running time is $O(n^3)$.

**Proof:** By Lemma 11.5 and Proposition 11.6(a), the Update procedure runs in linear time.

Both $2^\circ$ and $6^\circ$ take $O(n^2)$ time, once per augmentation. Each of $5^\circ$, $7^\circ$, and $9^\circ$ can be done in $O(nk)$ time, where $k$ is the number of new outer vertices. (In $7^\circ$, the number of maximal proper subsets $A'$ of $A$ to be considered is at most $2k + 1$: every second sub-blossom of a new blossom must have been inner.) Since an outer vertex continues to be outer until the next augmentation, the total time spent by $5^\circ$, $7^\circ$, and $9^\circ$ between two augmentations is $O(n^2)$.

It remains to estimate the running time of $8^\circ$, $3^\circ$, and $4^\circ$. Suppose in $8^\circ$ we have $\epsilon \neq \epsilon_1$. Due to the variables $t_v$ and $t^A_v$ we then obtain a new tight edge in $8^\circ$. We continue in $3^\circ$ and $4^\circ$, where after at most $O(n)$ time this edge is checked. Since it either connects an outer vertex with an out-of-forest vertex or two different outer connected components, we can apply one of $5^\circ$, $6^\circ$, $7^\circ$. If $\epsilon = \epsilon_1$ we have to apply $9^\circ$.

This consideration shows that the number of times $8^\circ$ is executed is less than or equal to the number of times one of $5^\circ$, $6^\circ$, $7^\circ$, $9^\circ$ is executed. Since $8^\circ$ takes only $O(n)$ time, the $O(n^3)$ bound between two augmentations is proved. Note that the case $\epsilon = 0$ is not excluded.

Since there are only $\frac{n}{2}$ augmentations, the total running time is $O(n^3)$. \[\square\]

**Corollary 11.10.** The Minimum Weight Perfect Matching Problem can be solved in $O(n^3)$ time.

**Proof:** This follows from Theorems 11.8 and 11.9. \[\square\]
The first $O(n^3)$-implementation of Edmonds’ algorithm for the 
MINIMUM WEIGHT PERFECT MATCHING PROBLEM was due to Gabow [1973] (see also 
Gabow [1976] and Lawler [1976]). The theoretically best running time, namely 
$O(mn + n^2 \log n)$, has also been obtained by Gabow [1990]. For planar graphs 
a minimum weight perfect matching can be found in $O \left( n^2 \log n \right)$ time, as Lipton 
and Tarjan [1979,1980] showed by a divide and conquer approach, using the 
fact that planar graphs have small “separators”. For Euclidean instances (a set of 
points in the plane defining a complete graph whose edge weights are given by 
the Euclidean distances) Varadarajan [1998] found an $O \left( n^2 \log^5 n \right)$ algorithm. 

Probably the currently most efficient implementations are described by Mehlhorn 
and Schäfer [2000] and Cook and Rohe [1999]. They solve matching prob-
lems with millions of vertices optimally. A “primal version” of the WEIGHTED 
MATCHING ALGORITHM – always maintaining a perfect matching and obtaining a 
feasible dual solution only at termination – has been described by Cunningham 
and Marsh [1978].

11.4 Postoptimality

In this section we prove two postoptimality results which we shall need in Section 
12.2.

Lemma 11.11. (Weber [1981], Ball and Derigs [1983]) Suppose we have run 
the WEIGHTED MATCHING ALGORITHM for an instance $(G, c)$. Let 
$s \in V(G)$, and let $c' : E(G) \rightarrow \mathbb{R}$ with $c'(e) = c(e)$ for all $e \notin \delta(s)$. Then a minimum weight 
perfect matching with respect to $(G, c')$ can be determined in $O(n^2)$ time.

Proof: Let $t := \mu(s)$. If $s$ is not contained in any nontrivial blossom, i.e. $k_s = 0$, 
then the first step just consists of setting $\mu(s) := s$ and $\mu(t) := t$. Otherwise 
we have to unpack all the blossoms containing $s$. To accomplish this, we shall 
perform dual changes of total value $\sum_{A: s \in A, |A| > 1} z_A$ while $s$ is inner all the time. 
Consider the following construction:

Set $V(G) := V(G) \cup \{a, b\}$ and $E(G) := E(G) \cup \{\{a, s\}, \{b, t\}\}$.
Set $c(\{a, s\}) := \zeta_s$ and $c(\{b, t\}) := 2 \sum_{A: s \in A, |A| > 1} z_A + \zeta_s$.
Set $\mu(a) := a$ and $\mu(b) := b$. Mark $a$ and $b$ as outer.
Set $B := B \cup \{a, b\}$, $z_a := 0$, $z_b := 0$, $\zeta_a := 0$, $\zeta_b := 0$.
Set $k_a := 0$, $k_b := 0$, $\rho^0(a) := a$, $\rho^0(b) := b$, $\phi^0(a) := a$, $\phi^0(b) := b$.
UPDATE(a). UPDATE(b).

The result is a possible status if the algorithm was applied to the modified 
instance (the graph extended by two vertices and two edges). In particular, 
the dual solution $z$ is feasible. Moreover, the edge $\{a, s\}$ is tight. Now we set

scanned(a) := false and continue the algorithm starting with 3. The algorithm 
will do a GROW(a, s) next, and s becomes inner.
By Theorem 11.9 the algorithm terminates after $O(n^2)$ steps with an augmentation. The only possible augmenting path is $a, s, t, b$. So the edge $\{b, t\}$ must become tight. At the beginning, $\text{slack}(b, t) = 2\sum_{A \subseteq A, s \in A, |A| > 1} z_A$.

Vertex $s$ will remain inner throughout. So $\zeta_{\{s\}}$ will decrease at each dual change. Thus all blossoms $A$ containing $s$ are unpacked at the end. We finally delete the vertices $a$ and $b$ and the edges $\{a, s\}$ and $\{b, t\}$, and set $B := B \setminus \{\{a\}, \{b\}\}$ and $\mu(s) := s$, $\mu(t) := t$.

Now $s$ and $t$ are outer, and there are no inner vertices. Furthermore, no edge incident to $s$ belongs to the general blossom forest. So we can easily change weights of edges incident to $s$ as well as $z_{\{s\}}$, as long as we maintain the dual feasibility. This, however, is easily guaranteed by first computing the slacks according to the new edge weights and then increasing $z_{\{s\}}$ by $\min_{e \in \delta(s)} \text{slack}(e)$. We set $\text{scanned}(s) := false$ and continue the algorithm starting with 3. By Theorem 11.9, the algorithm will terminate after $O(n^2)$ steps with a minimum weight perfect matching with respect to the new weights. \qed

The same result for the “primal version” of the Weighted Matching Algorithm can be found in Cunningham and Marsh [1978]. The following lemma deals with the addition of two vertices to an instance that has already been solved.

Lemma 11.12. Let $(G, c)$ be an instance of the Minimum Weight Perfect Matching Problem, and let $s, t \in V(G)$. Suppose we have run the Weighted Matching Algorithm for the instance $(G - \{s, t\}, c)$. Then a minimum weight perfect matching with respect to $(G, c)$ can be determined in $O(n^2)$ time.

Proof: The addition of two vertices requires the initialization of the data structures (as in the previous proof). The dual variable $z_v$ is set such that $\min_{e \in \delta(v)} \text{slack}(e) = 0$ (for $v \in \{s, t\}$). Then setting $\text{scanned}(s) := \text{scanned}(t) := false$ and starting the Weighted Matching Algorithm with 3 does the job. \qed

11.5 The Matching Polytope

The correctness of the Weighted Matching Algorithm also yields Edmonds’ characterization of the perfect matching polytope as a by-product. We again use the notation $A := \{A \subseteq V(G) : |A| \text{ odd}\}$.

Theorem 11.13. (Edmonds [1965]) Let $G$ be an undirected graph. The perfect matching polytope of $G$, i.e. the convex hull of the incidence vectors of all perfect matchings in $G$, is the set of vectors $x$ satisfying

\[
\begin{align*}
\sum_{e \in \delta(v)} x_e & \geq 0 & \ (v \in V(G)) \\
\sum_{e \in \delta(A)} x_e & = 1 & \ (A \in \mathcal{A}) \\
\sum_{e \in \delta(A)} x_e & \geq 1 & \ (A \in \mathcal{A})
\end{align*}
\]
Proof: By Corollary 3.27 it suffices to show that all vertices of the polytope described above are integral. By Theorem 5.12 this is true if the minimization problem has an integral optimum solution for any weight function. But our WEIGHTED MATCHING ALGORITHM finds such a solution for any weight function (cf. the proof of Theorem 11.8).

An alternative proof will be given in Section 12.3 (see the remark after Theorem 12.16).

We can also describe the matching polytope, i.e. the convex hull of the incidence vectors of all matchings in an undirected graph \( G \):

**Theorem 11.14.** (Edmonds [1965]) Let \( G \) be a graph. The matching polytope of \( G \) is the set of vectors \( x \in \mathbb{R}^{E(G)}_+ \) satisfying

\[
\sum_{e \in \delta(v)} x_e \leq 1 \quad \text{for all } v \in V(G) \quad \text{and} \quad \sum_{e \in E(G[A])} x_e \leq \frac{|A| - 1}{2} \quad \text{for all } A \in \mathcal{A}.
\]

Proof: Since the incidence vector of any matching obviously satisfies these inequalities, we only have to prove one direction. Let \( x \in \mathbb{R}^{E(G)}_+ \) be a vector with \( \sum_{e \in \delta(v)} x_e \leq 1 \) for \( v \in V(G) \) and \( \sum_{e \in E(G[A])} x_e \leq \frac{|A| - 1}{2} \) for \( A \in \mathcal{A} \). We prove that \( x \) is a convex combination of incidence vectors of matchings.

Let \( H \) be the graph with \( V(H) := \{(v, i) : v \in V(G), i \in \{1, 2\}\} \), and \( E(H) := \{(v, i), (w, i)\} : \{v, w\} \in E(G), i \in \{1, 2\}\} \cup \{(v, 1), (v, 2) : v \in V(G)\} \). So \( H \) consists of two copies of \( G \), and there is an edge joining the two copies of each vertex. Let \( y_{(v, i), (w, i)} := x_e \) for each \( e = \{v, w\} \in E(G) \) and \( i \in \{1, 2\} \), and let \( y_{(v, 1), (v, 2)} := 1 - \sum_{e \in \delta_H(v)} x_e \) for each \( v \in V(G) \). We claim that \( y \) belongs to the perfect matching polytope of \( H \). Considering the subgraph induced by \( \{(v, 1) : v \in V(G)\} \), which is isomorphic to \( G \), we then get that \( x \) is a convex combination of incidence vectors of matchings in \( G \). Obviously, \( y \in \mathbb{R}^{E(H)}_+ \) and \( \sum_{e \in \delta_H(v)} y_e = 1 \) for all \( v \in V(H) \). To show that \( y \) belongs to the perfect matching polytope of \( H \), we use Theorem 11.13. So let \( X \subseteq V(H) \) with \(|X|\) odd. We prove that \( \sum_{e \in \delta_H(X)} y_e \geq 1 \). Let \( A := \{v \in V(G) : (v, 1) \in X, (v, 2) \notin X\} \), \( B := \{v \in V(G) : (v, 1) \in X, (v, 2) \in X\} \) and \( C := \{v \in V(G) : (v, 1) \notin X, (v, 2) \in X\} \). Since \(|X|\) is odd, either \( A \) or \( C \) must have odd cardinality, w.l.o.g. \(|A|\) is odd. We write \( A_i := \{(a, i) : a \in A\} \) and \( B_i := \{(b, i) : b \in B\} \) for \( i = 1, 2 \) (see Figure 11.9). Then

\[
\sum_{e \in \delta_H(X)} y_e \geq \sum_{v \in A_1} \sum_{e \in \delta_H(v)} y_e - 2 \sum_{e \in E[H(A_1)]} y_e - \sum_{e \in E[H(A_1, B_1)]} y_e + \sum_{e \in E[H(B_2, A_2)]} y_e
\]

\[
= \sum_{v \in A_1} \sum_{e \in \delta_H(v)} y_e - 2 \sum_{e \in E[G[A]]} x_e
\]

\[
\geq |A_1| - (|A| - 1) = 1.
\]

Indeed, we can prove the following stronger result:
Theorem 11.15. (Cunningham and Marsh [1978]) For any undirected graph $G$ the linear inequality system

$$
\begin{align*}
x_e & \geq 0 & (e \in E(G)) \\
\sum_{e \in \delta(v)} x_e & \leq 1 & (v \in V(G)) \\
\sum_{e \subseteq A} x_e & \leq \frac{|A| - 1}{2} & (A \in \mathcal{A}, |A| > 1)
\end{align*}
$$

is TDI.

Proof: For $c : E(G) \to \mathbb{Z}$ we consider the LP $\max \sum_{e \in E(G)} c(e)x_e$ subject to the above constraints. The dual LP is:

$$
\begin{align*}
\min & \quad \sum_{v \in V(G)} y_v + \sum_{A \in \mathcal{A}, |A| > 1} \frac{|A| - 1}{2} z_A \\
\text{s.t.} & \quad \sum_{v \in e} y_v + \sum_{A \in \mathcal{A}, e \subseteq A} z_A \geq c(e) & (e \in E(G)) \\
& \quad y_v \geq 0 & (v \in V(G)) \\
& \quad z_A \geq 0 & (A \in \mathcal{A}, |A| > 1)
\end{align*}
$$

Let $(G, c)$ be the smallest counterexample, i.e. there is no integral optimum dual solution and $|V(G)| + |E(G)| + \sum_{e \in E(G)} |c(e)|$ is minimum. Then $c(e) \geq 1$ for all $e$ (otherwise we can delete any edge of nonpositive weight).

Moreover, for any optimum solution $y, z$ we claim that $y = 0$. To prove this, suppose $y_v > 0$ for some $v \in V(G)$. Then by complementary slackness (Corollary 3.18) $\sum_{e \in \delta(v)} x_e = 1$ for any primal optimum solution $x$. But then decreasing $c(e)$ by one for each $e \in \delta(v)$ yields a smaller instance $(G, c')$, whose optimum LP
value is one less (here we use primal integrality, i.e. Theorem 11.14). Since \((G, c)\) is the smallest counterexample, there exists an integral optimum dual solution \(y', z'\) for \((G, c')\). Increasing \(y'_v\) by one yields an integral optimum dual solution for \((G, c)\), a contradiction.

Now let \(y = 0\) and \(z\) be an optimum dual solution for which
\[
\sum_{A \in \mathcal{A}, |A| > 1} |A|^2 z_A \tag{11.4}
\]
is as large as possible. We claim that \(\mathcal{F} := \{A : z_A > 0\}\) is laminar. To see this, suppose there are sets \(X, Y \in \mathcal{F}\) with \(X \setminus Y \neq \emptyset, Y \setminus X \neq \emptyset\) and \(X \cap Y \neq \emptyset\). Let \(\epsilon := \min\{z_X, z_Y\} > 0\).

If \(|X \cap Y|\) is odd, then \(|X \cup Y|\) is also odd. Set \(z'_X := z_X - \epsilon, z'_Y := z_Y - \epsilon, z'_{X \cap Y} := z_{X \cap Y} + \epsilon\) (unless \(|X \cap Y| = 1\)), \(z'_{X \cup Y} := z_{X \cup Y} + \epsilon\) and \(z'(A) := z(A)\) for all other sets \(A\). \(y, z'\) is also a feasible dual solution; moreover it is optimum as well. This is a contradiction since (11.4) is larger.

If \(|X \cap Y|\) is even, then \(|X \setminus Y|\) and \(|Y \setminus X|\) are odd. Set \(z'_X := z_X - \epsilon, z'_Y := z_Y - \epsilon, z'_{X \cap Y} := z_{X \cap Y} + \epsilon\) (unless \(|X \setminus Y| = 1\)), \(z'_{Y \setminus X} := z_{Y \setminus X} + \epsilon\) (unless \(|Y \setminus X| = 1\)) and \(z'(A) := z(A)\) for all other sets \(A\). Set \(y'_v := y_v + \epsilon\) for \(v \in X \cap Y\) and \(y'_v := y_v\) for \(v \notin X \cap Y\). Then \(y', z'\) is a feasible dual solution that is also optimum. This contradicts the fact that any optimum dual solution must have \(y = 0\).

Now let \(A \in \mathcal{F}\) with \(z_A \notin \mathbb{Z}\) and \(A\) maximal. Set \(\epsilon := z_A - \lfloor z_A \rfloor > 0\). Let \(A_1, \ldots, A_k\) be the maximal proper subsets of \(A\) in \(\mathcal{F}\); they must be disjoint because \(\mathcal{F}\) is laminar. Setting \(z'_A := z_A - \epsilon\) and \(z'_{A_i} := z_{A_i} + \epsilon\) for \(i = 1, \ldots, k\) (and \(z'(D) := z(D)\) for all other \(D \in A\)) yields another feasible dual solution \(y = 0, z'\) (since \(c\) is integral). We have
\[
\sum_{B \in \mathcal{A}, |B| > 1} \frac{|B| - 1}{2} z'_B < \sum_{B \in \mathcal{A}, |B| > 1} \frac{|B| - 1}{2} z_B,
\]
contradicting the optimality of the original dual solution \(y = 0, z\).

This proof is due to Schrijver [1983a]. For different proofs, see Lovász [1979] and Schrijver [1983b]. The latter does not use Theorem 11.14. Moreover, replacing \(\sum_{e \in \delta(v)} x_e \leq 1\) by \(\sum_{e \in \delta(v)} x_e = 1\) for \(v \in V(G)\) in Theorem 11.15 yields an alternative description of the perfect matching polytope, which is also TDI (by Theorem 5.17). Theorem 11.13 can easily be derived from this; however, the linear inequality system of Theorem 11.13 is not TDI in general (\(K_4\) is a counterexample). Theorem 11.15 also implies the Berge-Tutte formula (Theorem 10.14; see Exercise 14). Generalizations will be discussed in Section 12.1.

**Exercises**

1. Use Theorem 11.2 to prove a weighted version of König’s Theorem 10.2. (Egerváry [1931])
2. Describe the convex hull of the incidence vectors of all
(a) vertex covers,
(b) stable sets,
(c) edge covers,
in a bipartite graph $G$. Show how Theorem 10.2 and the statement of Exercise 2(c) of Chapter 10 follow.
*Hint:* Use Theorem 5.24 and Corollary 5.20.

3. Prove the Birkhoff-von-Neumann Theorem 11.3 directly.

4. Let $G$ be a graph and $P$ the fractional perfect matching polytope of $G$. Prove that the vertices of $P$ are exactly the vectors $x$ with

$$x_e = \begin{cases} 
\frac{1}{2} & \text{if } e \in E(C_1) \cup \cdots \cup E(C_k) \\
1 & \text{if } e \in M \\
0 & \text{otherwise}
\end{cases}$$

where $C_1, \ldots, C_k$ are vertex-disjoint odd circuits and $M$ is a perfect matching in $G - (V(C_1) \cup \cdots \cup V(C_k))$.

(Balinski [1972]; see Lovász [1979]).

5. Let $G$ be a bipartite graph with bipartition $V = A \cup B$ and $A = \{a_1, \ldots, a_p\}$, $B = \{b_1, \ldots, b_q\}$. Let $c : E(G) \to \mathbb{R}$ be weights on the edges. We look for the maximum weight order-preserving matching $M$, i.e. for any two edges $\{a_i, b_j\}, \{a_i', b_j'\} \in M$ with $i < i'$ we require $j < j'$. Solve this problem with an $O(n^3)$-algorithm.

*Hint:* Use dynamic programming.

6. Prove that, at any stage of the Weighted Matching Algorithm, $|B| \leq \frac{3}{2}n$.

7. Let $G$ be a graph with nonnegative weights $c : E(G) \to \mathbb{R}_+$. Let $M$ be the matching at any intermediate stage of the Weighted Matching Algorithm. Let $X$ be the set of vertices covered by $M$. Show that any matching covering $X$ is at least as expensive as $M$.

(Ball and Derigs [1983])

8. A graph with integral weights on the edges is said to have the even circuit property if the total weight of every circuit is even. Show that the Weighted Matching Algorithm applied to a graph with the even circuit property maintains this property (with respect to the slacks) and also maintains a dual solution that is integral. Conclude that for any graph there exists an optimum dual solution $\bar{z}$ that is half-integral (i.e. $2\bar{z}$ is integral).

9. When the Weighted Matching Algorithm is restricted to bipartite graphs, it becomes much simpler. Show which parts are necessary even in the bipartite case and which are not.

*Note:* One arrives at what is called the Hungarian Method for the Assignment Problem (Kuhn [1955]). This algorithm can also be regarded as an equivalent description of the procedure proposed in the proof of Theorem 11.1.

10. How can the bottleneck matching problem (find a perfect matching $M$ such that $\max\{c(e) : e \in M\}$ is minimum) be solved in $O(n^3)$ time?
11. Show how to solve the **Minimum Weight Edge Cover Problem** in polynomial time: given an undirected graph $G$ and weights $c : E(G) \to \mathbb{R}$, find a minimum weight edge cover.

12. Given an undirected graph $G$ with weights $c : E(G) \to \mathbb{R}_+$ and two vertices $s$ and $t$, we look for a shortest $s$-$t$-path with an even (or with an odd) number of edges. Reduce this to a **Minimum Weight Perfect Matching Problem**. 

*Hint:* Take two copies of $G$, connect each vertex with its copy by an edge of zero weight and delete $s$ and $t$ (or $s$ and the copy of $t$). See (Grötschel and Pulleyblank [1981]).

13. Let $G$ be a $k$-regular and $(k - 1)$-edge-connected graph, and $c : E(G) \to \mathbb{R}_+$. Prove that there exists a perfect matching $M$ in $G$ with $c(M) \geq \frac{1}{k} c(E(G))$. 

*Hint:* Show that $\frac{1}{k} \mathbbm{1}$ is in the perfect matching polytope.

14. Show that Theorem 11.15 implies:
   (a) the Berge-Tutte formula (Theorem 10.14);
   (b) Theorem 11.13;
   (c) the existence of an optimum half-integral dual solution to the dual LP (11.2) (cf. Exercise 8).

*Hint:* Use Theorem 5.17.

15. The fractional perfect matching polytope $Q$ of $G$ is identical to the perfect matching polytope if $G$ is bipartite (Theorem 11.2). Consider the first Gomory-Chvátal-truncation $Q'$ of $Q$ (Definition 5.28). Prove that $Q'$ is always identical to the perfect matching polytope.
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12. \(b\)-Matchings and \(T\)-Joins

In this chapter we introduce two more combinatorial optimization problems, the Minimum Weight \(b\)-Matching Problem in Section 12.1 and the Minimum Weight \(T\)-Join Problem in Section 12.2. Both can be regarded as generalizations of the Minimum Weight Perfect Matching Problem and also include other important problems. On the other hand, both problems can be reduced to the Minimum Weight Perfect Matching Problem. They have combinatorial polynomial-time algorithms as well as polyhedral descriptions. Since in both cases the Separation Problem turns out to be solvable in polynomial time, we obtain another polynomial-time algorithm for the general matching problems (using the Ellipsoid Method; see Section 4.6). In fact, the Separation Problem can be reduced to finding a minimum capacity \(T\)-cut in both cases; see Sections 12.3 and 12.4. This problem, finding a minimum capacity cut \(\delta(X)\) such that \(|X \cap T|\) is odd for a specified vertex set \(T\), can be solved with network flow techniques.

12.1 \(b\)-Matchings

Definition 12.1. Let \(G\) be an undirected graph with integral edge capacities \(u : E(G) \rightarrow \mathbb{N} \cup \{\infty\}\) and numbers \(b : V(G) \rightarrow \mathbb{N}\). Then a \(b\)-matching in \((G, u)\) is a function \(f : E(G) \rightarrow \mathbb{Z}_+\) with \(f(e) \leq u(e)\) for all \(e \in E(G)\) and \(\sum_{e \in \delta(v)} f(e) \leq b(v)\) for all \(v \in V(G)\). In the case \(u \equiv 1\) we speak of a simple \(b\)-matching in \(G\). A \(b\)-matching \(f\) is called perfect if \(\sum_{e \in \delta(v)} f(e) = b(v)\) for all \(v \in V(G)\).

In the case \(b \equiv 1\) the capacities are irrelevant, and we are back to ordinary matchings. A simple \(b\)-matching is sometimes also called a \(b\)-factor. It can be regarded as a subset of edges. In Chapter 21 we shall be interested in perfect simple 2-matchings, i.e. subsets of edges such that each vertex is incident to exactly two of them.

<table>
<thead>
<tr>
<th>Maximum Weight (b)-Matching Problem</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Instance:</strong> A graph (G), capacities (u : E(G) \rightarrow \mathbb{N} \cup {\infty}), weights (c : E(G) \rightarrow \mathbb{R}), and numbers (b : V(G) \rightarrow \mathbb{N}).</td>
</tr>
<tr>
<td><strong>Task:</strong> Find a (b)-matching (f) in ((G, u)) whose weight (\sum_{e \in E(G)} c(e) f(e)) is maximum.</td>
</tr>
</tbody>
</table>
Edmonds’ **Weighted Matching Algorithm** can be extended to solve this problem (Marsh[1979]). We shall not describe this algorithm here, but shall rather give a polyhedral description and show that the **Separation Problem** can be solved in polynomial time. This yields a polynomial-time algorithm via the **Ellipsoid Method** (cf. Corollary 3.28).

The **b-matching polytope** of \((G, u)\) is defined to be the convex hull of the incidence vectors of all \(b\)-matchings in \((G, u)\). We first consider the uncapacitated case \((u \equiv \infty)\):

**Theorem 12.2.** (Edmonds [1965]) Let \(G\) be an undirected graph and \(b : V(G) \to \mathbb{N}\). The **b-matching polytope** of \((G, \infty)\) is the set of vectors \(x \in \mathbb{R}^{E(G)}_+\) satisfying

\[
\sum_{e \in \delta(v)} x_e \leq b(v) \quad (v \in V(G));
\]

\[
\sum_{e \in E(G[X])} x_e \leq \left\lfloor \frac{1}{2} \sum_{v \in X} b(v) \right\rfloor \quad (X \subseteq V(G)).
\]

**Proof:** Since any \(b\)-matching obviously satisfies these constraints, we only have to show one direction. So let \(x \in \mathbb{R}^{E(G)}_+\) with \(\sum_{e \in \delta(v)} x_e \leq b(v)\) for all \(v \in V(G)\) and \(\sum_{e \in E(G[X])} x_e \leq \left\lfloor \frac{1}{2} \sum_{v \in X} b(v) \right\rfloor\) for all \(X \subseteq V(G)\). We show that \(x\) is a convex combination of incidence vectors of \(b\)-matchings.

We define a new graph \(H\) by splitting up each vertex \(v\) into \(b(v)\) copies: we define \(X_v := \{(v, i) : i \in \{1, \ldots, b(v)\}\}\) for \(v \in V(G)\), \(V(H) := \bigcup_{v \in V(G)} X_v\) and \(E(H) := \{\{v', w'\} : \{v, w\} \in E(G), v' \in X_v, w' \in X_w\}\). Let \(y_e := \frac{1}{b(v)b(w)} x_{\{v, w\}}\) for each edge \(e = \{v', w'\} \in E(H)\), \(v' \in X_v, w' \in X_w\). We claim that \(y\) is a convex combination of incidence vectors of matchings in \(H\). By contracting the sets \(X_v (v \in V(G))\) in \(H\) we then return to \(G\) and \(x\), and conclude that \(x\) is a convex combination of incidence vectors of \(b\)-matchings in \(G\).

To prove that \(y\) is in the matching polytope of \(H\) we use Theorem 11.14. \(\sum_{e \in \delta(v)} y_e \leq 1\) obviously holds for each \(v \in V(H)\). Let \(C \subseteq V(H)\) with \(|C|\) odd. We show that \(\sum_{e \in E(H[C])} y_e \leq \frac{1}{2} (|C| - 1)\).

If \(X_v \subseteq C\) or \(X_v \cap C = \emptyset\) for each \(v \in V(G)\), this follows directly from the inequalities assumed for \(x\). Otherwise let \(a, b \in X_v, a \in C, b \not\in C\). Then

\[
2 \sum_{e \in E(H[C])} y_e = \sum_{c \in C \setminus \{a\}} \sum_{e \in E((c), C \setminus \{c\})} y_e + \sum_{e \in E(\{a\}, C \setminus \{a\})} y_e \\
\leq \sum_{c \in C \setminus \{a\}} \sum_{e \in \delta(c) \setminus \{(c, b)\}} y_e + \sum_{e \in E(\{a\}, C \setminus \{a\})} y_e \\
= \sum_{c \in C \setminus \{a\}} \sum_{e \in \delta(c)} y_e - \sum_{e \in E(\{b\}, C \setminus \{a\})} y_e + \sum_{e \in E(\{a\}, C \setminus \{a\})} y_e \\
= \sum_{c \in C \setminus \{a\}} \sum_{e \in \delta(c)} y_e \\
\leq |C| - 1.
\]
Note that this construction yields an algorithm which, however, in general has an exponential running time. But we note that in the special case \( \sum_{v \in V(G)} b(v) = O(n) \) we can solve the uncapacitated MAXIMUM WEIGHT \( b \)-MATCHING PROBLEM in \( O(n^3) \) time (using the WEIGHTED MATCHING ALGORITHM; cf. Corollary 11.10). Pulleyblank [1973,1980] described the facets of this polytope and showed that the linear inequality system in Theorem 12.2 is TDI. The following generalization allows finite capacities:

**Theorem 12.3.** (Edmonds and Johnson [1970]) Let \( G \) be an undirected graph, \( u : E(G) \to \mathbb{N} \cup \{\infty\} \) and \( b : V(G) \to \mathbb{N} \). The \( b \)-matching polytope of \((G,u)\) is the set of vectors \( x \in \mathbb{R}_{\geq 0}^{E(G)} \) satisfying

\[
\sum_{e \in \delta(v)} x_e \leq u(e) \quad (e \in E(G));
\]
\[
\sum_{e \in \delta(v)} x_e \leq b(v) \quad (v \in V(G));
\]
\[
\sum_{e \in E(G[X])} x_e + \sum_{e \in F} x_e \leq \left[ \frac{1}{2} \left( \sum_{e \in X} b(v) + \sum_{e \in F} u(e) \right) \right] \quad (X \subseteq V(G), F \subseteq \delta(X)).
\]

**Proof:** First observe that the incidence vector of any \( b \)-matching \( f \) satisfies the constraints. This is clear except for the last one; here we argue as follows. Let \( X \subseteq V(G) \) and \( F \subseteq \delta(X) \). We have a budget of \( b(v) \) units at each vertex \( v \in X \) and a budget of \( u(e) \) units for each \( e \in F \). Now for each \( e \in E(G[X]) \) we take \( f(e) \) units from the budget at each vertex incident to \( e \). For each \( e \in F \), say \( e = \{x, y\} \) with \( x \in X \), we take \( f(e) \) units from the budget at \( x \) and \( f(e) \) units from the budget at \( e \). It is clear that the budgets are not exceeded, and we have taken \( 2 \sum_{e \in E(G[X]) \cup F} f(e) \) units. So

\[
\sum_{e \in E(G[X])} x_e + \sum_{e \in F} x_e \leq \frac{1}{2} \left( \sum_{v \in X} b(v) + \sum_{e \in F} u(e) \right).
\]

Since the left-hand side is an integer, so is the right-hand side; thus we may round down.

Now let \( x \in \mathbb{R}_{\geq 0}^{E(G)} \) be a vector with \( x_e \leq u(e) \) for all \( e \in E(G) \), \( \sum_{e \in \delta(v)} x_e \leq b(v) \) for all \( v \in V(G) \) and

\[
\sum_{e \in E(G[X])} x_e + \sum_{e \in F} x_e \leq \left[ \frac{1}{2} \left( \sum_{v \in X} b(v) + \sum_{e \in F} u(e) \right) \right]
\]

for all \( X \subseteq V(G) \) and \( F \subseteq \delta(X) \). We show that \( x \) is a convex combination of incidence vectors of \( b \)-matchings in \((G,u)\).

Let \( H \) be the graph resulting from \( G \) by subdividing each edge \( e = \{v, w\} \) with \( u(e) \neq \infty \) by means of two new vertices \( (e, v), (e, w) \). (Instead of \( e \), \( H \) now contains the edges \( \{v, (e, v)\}, \{(e, v), (e, w)\} \) and \( \{(e, w), w\}\).) Set \( b((e, v)) := b((e, w)) := u(e) \) for the new vertices.
For each subdivided edge $e = \{v, w\}$ set $y_{\{v, e, v\}} := y_{\{(e, w), w\}} := x_e$ and $y_{\{(e, v), (e, w)\}} := u(e) - x_e$. For each original edge $e$ with $u(e) = \infty$ set $y_e := x_e$. We claim that $y$ is in the $b$-matching polytope $P$ of $(H, \infty)$.

We use Theorem 12.2. Obviously $y \in \mathbb{R}^E_+(H)$ and $\sum_{e \in \delta(v)} y_e \leq b(v)$ for all $v \in V(H)$. Suppose there is a set $A \subseteq V(H)$ with

$$
\sum_{e \in E(H[A])} y_e > \left\lfloor \frac{1}{2} \sum_{a \in A} b(a) \right\rfloor.
$$

Let $B := A \cap V(G)$. For each $e = \{v, w\} \in E(G[B])$ we may assume $(e, v), (e, w) \in A$, for otherwise the addition of $(e, v)$ and $(e, w)$ does not destroy (12.1). On the other hand, we may assume that $(e, v) \in A$ implies $v \in A$: If $(e, v), (e, w) \in A$ but $v \not\in A$, we can delete $(e, v)$ and $(e, w)$ from $A$ without destroying (12.1). If $(e, v) \in A$ but $v, (e, w) \not\in A$, we can just delete $(e, v)$ from $A$. Figure 12.1 shows the remaining possible edge types.

Let $F := \{e = \{v, w\} \in E(G) : |A \cap \{(e, v), (e, w)\}| = 1\}$. We have

$$
\sum_{e \in E(G[B])} x_e + \sum_{e \in F} x_e = \sum_{e \in E(H[A])} y_e - \sum_{e \in E(G[B]), \ u(e) < \infty} u(e) > \left\lfloor \frac{1}{2} \sum_{a \in A} b(a) \right\rfloor - \sum_{e \in E(G[B]), \ u(e) < \infty} u(e)
$$

$$
= \left\lfloor \frac{1}{2} \left( \sum_{v \in B} b(v) + \sum_{e \in F} u(e) \right) \right\rfloor,
$$

contradicting our assumption. So $y \in P$, and in fact $y$ belongs to the face

$$
\left\{ z \in P : \sum_{e \in \delta(v)} z_e = b(v) \text{ for all } v \in V(H) \setminus V(G) \right\}.
$$
12.2 Minimum Weight T-Joins

Consider the following problem: A postman has to deliver the mail within his district. To do this, he must start at the post office, walk along each street at least once, and finally return to the post office. The problem is to find a postman’s tour of minimum length. This is known as the Chinese Postman Problem (Guan [1962]).

Of course we model the street map as a graph which we assume to be connected. (Otherwise the problem becomes NP-hard; see Exercise 14(d) of Chapter 15.) By Euler’s Theorem 2.24 we know that there is a postman’s tour using each edge exactly once (i.e. an Eulerian walk) if and only if every vertex has even degree.

If the graph is not Eulerian, we have to use some edges several times. Knowing Euler’s Theorem, we can formulate the Chinese Postman Problem as follows: given a graph $G$ with weights $c : E(G) \to \mathbb{R}_+$, find a function $n : E(G) \to \mathbb{N}$ such that $G'$, the graph which arises from $G$ by taking $n(e)$ copies of each edge $e \in E(G)$, is Eulerian and $\sum_{e \in E(G)} n(e)c(e)$ is minimum.

All this is true in the directed and undirected case. In the directed case, the problem can be solved with network flow techniques (Exercise 9 of Chapter 9). Hence from now on we shall deal with undirected graphs only. Here we need the Weighted Matching Algorithm.

Of course it makes no sense to walk through an edge $e$ more than twice, because then we may subtract 2 from some $n(e)$ and obtain a solution that cannot be worse. So the problem is to find a minimum weight $J \subseteq E(G)$ such that
Proposition 12.6. Let \((V(G), E(G) \cup J)\) (the graph we obtain by doubling the edges in \(J\)) is Eulerian. In this section, we solve a generalization of this problem.

**Definition 12.5.** Given an undirected graph \(G\) and a set \(T \subseteq V(G)\) of even cardinality. A set \(J \subseteq E(G)\) is a **T-join** if \(|J \cap \delta(x)|\) is odd if and only if \(x \in T\).

**Minimum Weight T-Join Problem**

**Instance:** An undirected graph \(G\), weights \(c : E(G) \to \mathbb{R}\), and a set \(T \subseteq V(G)\) of even cardinality.

**Task:** Find a minimum weight T-join in \(G\) or decide that none exists.

The Minimum Weight T-Join Problem generalizes several combinatorial optimization problems:

- If \(c\) is nonnegative and \(T\) is the set of vertices having odd degree in \(G\), then we have the **Undirected Chinese Postman Problem**.
- If \(T = \emptyset\), the T-joins are exactly the Eulerian subgraphs. So the empty set is a minimum weight \(\emptyset\)-join if and only if \(c\) is conservative.
- If \(|T| = 2\), say \(T = \{s, t\}\), each T-join is the union of an \(s-t\)-path and possibly some circuits. So if \(c\) is conservative, the minimum T-join problem is equivalent to the **Shortest Path Problem**. (Note that we were not able to solve the Shortest Path Problem in undirected graphs in Chapter 7, except for nonnegative weights.)
- If \(T = V(G)\), the T-joins of cardinality \(|V(G)|/2\) are exactly the perfect matchings. So the Minimum Weight Perfect Matching Problem can be reduced to the Minimum Weight T-Join Problem by adding a large constant to each edge weight.

The main purpose of this section is to give a polynomial-time algorithm for the Minimum Weight T-Join Problem. The question whether a T-join exists at all can be answered easily.

**Proposition 12.6.** Let \(G\) be a graph and \(T \subseteq V(G)\) with \(|T|\) even. There exists a T-join in \(G\) if and only if \(|V(C) \cap T|\) is even for each connected component \(C\) of \(G\).

**Proof:** If \(J\) is a T-join, then for each connected component \(C\) of \(G\) we have that \(\sum_{v \in V(C)} |J \cap \delta(v)| = 2|J \cap E(C)|\), so \(|J \cap \delta(v)|\) is odd for an even number of vertices \(v \in V(C)\). Since \(J\) is a T-join, this means that \(|V(C) \cap T|\) is even.

Conversely, let \(|V(C) \cap T|\) be even for each connected component \(C\) of \(G\). Then \(T\) can be partitioned into pairs \(\{v_1, w_1\}, \ldots, \{v_k, w_k\}\) with \(k = |T|/2\), such that \(v_i\) and \(w_i\) are in the same connected component for \(i = 1, \ldots, k\). Let \(P_i\) be some \(v_i-w_i\)-path \((i = 1, \ldots, k)\), and let \(J := E(P_1) \cup E(P_2) \cup \cdots \cup E(P_k)\). Since the degree of each vertex has the same parity with respect to the edge sets \(J\) and \(E(P_1) \cup E(P_2) \cup \cdots \cup E(P_k)\), we conclude that \(J\) is a T-join.

A simple optimality criterion is:
Proposition 12.7. A T-join $J$ in a graph $G$ with weights $c : E(G) \to \mathbb{R}$ has minimum weight if and only if $c(J \cap E(C)) \leq c(E(C) \setminus J)$ for each circuit $C$ in $G$.

Proof: If $c(J \cap E(C)) > c(E(C) \setminus J)$, then $J \Delta E(C)$ is a T-join whose weight is less than the weight of $J$. On the other hand, if $J'$ is a T-join with $c(J') < c(J)$, $J' \Delta J$ is Eulerian, i.e. the union of circuits, where for at least one circuit $C$ we have $c(J \cap E(C)) > c(J' \cap E(C)) = c(E(C) \setminus J)$. □

This proposition can be regarded as a special case of Theorem 9.6. We now solve the Minimum Weight T-Join Problem with nonnegative weights by reducing it to the Minimum Weight Perfect Matching Problem. The main idea is contained in the following lemma:

Lemma 12.8. Let $G$ be a graph, $c : E(G) \to \mathbb{R}_+$, and $T \subseteq V(G)$ with $|T|$ even. Every optimum T-join in $G$ is the disjoint union of the edge sets of $\frac{|T|}{2}$ paths whose ends are distinct and in $T$, and possibly some zero-weight circuits.

Proof: By induction on $|T|$. The case $T = \emptyset$ is trivial since the minimum weight of an $\emptyset$-join is zero.

Let $J$ be any optimum T-join in $G$; w.l.o.g. $J$ contains no zero-weight circuit. By Proposition 12.7 $J$ contains no circuit of positive weight. As $c$ is nonnegative, $J$ thus forms a forest. Let $x, y$ be two leaves of the same connected component, i.e. $|J \cap \delta(x)| = |J \cap \delta(y)| = 1$, and let $P$ be the $x$-$y$-path in $J$. We have $x, y \in T$, and $J \setminus E(P)$ is a minimum cost $(T \setminus \{x, y\})$-join (a cheaper $(T \setminus \{x, y\})$-join $J'$ would imply a T-join $J' \Delta E(P)$ that is cheaper than $J$). The assertion now follows from the induction hypothesis. □

Theorem 12.9. (Edmonds and Johnson [1973]) In the case of nonnegative weights, the Minimum Weight T-Join Problem can be solved in $O(n^3)$ time.

Proof: Let $(G, c, T)$ be an instance. We first solve an All Pairs Shortest Paths Problem in $(G, c)$; more precisely: in the graph resulting by replacing each edge by a pair of oppositely directed edges with the same weight. By Theorem 7.9 this takes $O(mn + n^2 \log n)$ time. In particular, we obtain the metric closure $(\hat{G}, \hat{c})$ of $(G, c)$ (cf. Corollary 7.11).

Now we find a minimum weight perfect matching $M$ in $(\hat{G}[T], \hat{c})$. By Corollary 11.10, this takes $O(n^3)$ time. By Lemma 12.8, $\hat{c}(M)$ is at most the minimum weight of a T-join.

We consider the shortest $x$-$y$-path in $G$ for each $\{x, y\} \in M$ (which we have already computed). Let $J$ be the symmetric difference of the edge sets of all these paths. Evidently, $J$ is a T-join in $G$. Moreover, $c(J) \leq \hat{c}(M)$, so $J$ is optimum. □

This method no longer works if we allow negative weights, because we would introduce negative circuits. However, we can reduce the Minimum Weight T-Join Problem with arbitrary weights to that with nonnegative weights:
**Theorem 12.10.** Let $G$ be a graph with weights $c : E(G) \to \mathbb{R}$, and $T \subseteq V(G)$ a vertex set of even cardinality. Let $E^-$ be the set of edges with negative weight, $T^-$ the set of vertices that are incident with an odd number of negative edges, and $d : E(G) \to \mathbb{R}_+$ with $d(e) := |c(e)|$.

Then $J$ is a minimum $c$-weight $T$-join if and only if $J \triangle E^-$ is a minimum $d$-weight $(T \triangle T^-)$-join.

**Proof:** For any subset $J$ of $E(G)$ we have

\[
c(J) = c(J \setminus E^-) + c(J \cap E^-)
= c(J \setminus E^-) + c(J \cap E^-) + c(E^- \setminus J) + d(E^- \setminus J)
= d(J \setminus E^-) + c(J \cap E^-) + c(E^- \setminus J) + d(E^- \setminus J)
= d(J \triangle E^-) + c(E^-) .
\]

Now $J$ is a $T$-join if and only if $J \triangle E^-$ is a $(T \triangle T^-)$-join, which together with the above equality proves the theorem (since $c(E^-)$ is constant).

**Corollary 12.11.** The **Minimum Weight $T$-Join Problem** can be solved in $O(n^3)$ time.

**Proof:** This follows directly from Theorems 12.9 and 12.10.

In fact, using the fastest known implementation of the **Weighted Matching Algorithm**, a minimum weight $T$-join can be computed in $O(nm + n^2 \log n)$ time.

We are finally able to solve the **Shortest Path Problem** in undirected graphs:

**Corollary 12.12.** The problem of finding a shortest path between two specified vertices in an undirected graph with conservative weights can be solved in $O(n^3)$ time.

**Proof:** Let $s$ and $t$ be the two specified vertices. Set $T := \{s, t\}$ and apply Corollary 12.11. After deleting zero-weight circuits, the resulting $T$-join is a shortest $s$-$t$-path.

Of course this also implies an $O(mn^3)$-algorithm for finding a circuit of minimum total weight in an undirected graph with conservative weights (and in particular to compute the girth). If we are interested in the **All Pairs Shortest Paths Problem** in undirected graphs, we do not have to do $\binom{n}{2}$ independent weighted matching computations (which would give a running time of $O(n^5)$). Using the postoptimality results of Section 11.4 we can prove:

**Theorem 12.13.** The problem of finding shortest paths for all pairs of vertices in an undirected graph $G$ with conservative weights $c : E(G) \to \mathbb{R}$ can be solved in $O(n^4)$ time.
Proposition 12.14. The following simple observation is very useful:

Proof: By Theorem 12.10 and the proof of Corollary 12.12 we have to compute an optimum $\{(s, t) \delta T^{-}\}$-join with respect to the weights $d(e) := |c(e)|$ for all $s, t \in V(G)$, where $T^{-}$ is the set of vertices incident to an odd number of negative edges. Let $\tilde{d}((x, y)) := \text{dist}_{G,d}(x, y)$ for $x, y \in V(G)$, and let $H_{X}$ be the complete graph on $X \triangle T^{-}$ ($X \subseteq V(G)$). By the proof of Theorem 12.9 it is sufficient to compute a minimum weight perfect matching in $(H_{[s, t]}, \tilde{d})$ for all $s$ and $t$.

Our $O(n^3)$-algorithm proceeds as follows. We first compute $\tilde{d}$ (cf. Corollary 7.11) and run the Weighted Matching Algorithm for the instance $(H_{\emptyset}, \tilde{d})$. Up to now we have spent $O(n^3)$ time.

We show that we can now compute a minimum weight perfect matching of $(H_{[s, t]}, \tilde{d})$ in $O(n^2)$ time, for any $s$ and $t$.

Let $K := \sum_{e \in E(G)} \tilde{d}(e)$, and let $s, t \in V(G)$. There are four cases:

Case 1: $s, t \in T^{-}$. Then all we have to do is reduce the cost of the edge $\{s, t\}$ to $-K$. After reoptimizing (using Lemma 11.11), $\{s, t\}$ must belong to the optimum matching $M$, and $M \setminus \{\{s, t\}\}$ is a minimum weight perfect matching of $(H_{[s, t]}, \tilde{d})$.

Case 2: $s \in T^{-}$ and $t \notin T^{-}$. Then the cost of the edge $\{s, v\}$ is set to $\tilde{d}(\{t, v\})$ for all $v \in T^{-} \setminus \{s\}$. Now $s$ plays the role of $t$, and reoptimizing (using Lemma 11.11) does the job.

Case 3: $s \notin T^{-}$ and $t \in T^{-}$. Symmetric to Case 2.

Case 4: $s, t \notin T^{-}$. Then we add these two vertices and apply Lemma 11.12.

\[\square\]

12.3 T-joins and T-Cuts

In this section we shall derive a polyhedral description of the Minimum Weight T-Join Problem. In contrast to the description of the perfect matching polytope (Theorem 11.13), where we had a constraint for each cut $\delta(X)$ with $|X|$ odd, we now need a constraint for each $T$-cut. A T-cut is a cut $\delta(X)$ with $|X \cap T|$ odd. The following simple observation is very useful:

Proposition 12.14. Let $G$ be an undirected graph and $T \subseteq V(G)$ with $|T|$ even. Then for any $T$-join $J$ and any $T$-cut $C$ we have $J \cap C \neq \emptyset$.

Proof: Suppose $C = \delta(X)$, then $|X \cap T|$ is odd. So the number of edges in $J \cap C$ must be odd, in particular nonzero.

A stronger statement can be found in Exercise 11. Proposition 12.14 implies that the minimum cardinality of a $T$-join is not less than the maximum number of edge-disjoint $T$-cuts. In general, we do not have equality: consider $G = K_4$ and $T = V(G)$. However, for bipartite graphs equality holds:

Theorem 12.15. (Seymour [1981]) Let $G$ be a connected bipartite graph and $T \subseteq V(G)$ with $|T|$ even. Then the minimum cardinality of a $T$-join equals the maximum number of edge-disjoint $T$-cuts.
Proof: (Sebő [1987]) We only have to prove “≤”. We use induction on |V(G)|. If T = ∅ (in particular if |V(G)| = 1), the statement is trivial. So we assume |V(G)| ≥ |T| ≥ 2. Denote by τ(G, T) the minimum cardinality of a T-join in G. Choose a, b ∈ V(G), a ≠ b, such that τ(G, T△{a, b}) is minimum. Let T′ := T△{a, b}. Since we may assume T ≠ ∅, τ(G, T′) < τ(G, T).

Claim: For any minimum T-join J in G we have |J ∩ δ(a)| = |J ∩ δ(b)| = 1.

To prove this claim, let J′ be a minimum T′-join. J△J′ is the edge-disjoint union of an a-b-path P and some circuits C1, . . . , Ck. We have |Ci ∩ J| = |Ci ∩ J′| for each i, because both J and J′ are minimum. So |J△P| = |J′|, and J″ := J△P is also a minimum T′-join. Now J″ ∩ δ(a) = J″ ∩ δ(b) = ∅, because if, say, {b, b′} ∈ J″, J″ \ {{b, b′}} is a (T△{a, b′})-join, and we have τ(G, T△{a, b′}) < |J″| = |J| = τ(G, T′), contradicting the choice of a and b. We conclude that |J ∩ δ(a)| = |J ∩ δ(b)| = 1, and the claim is proved.

In particular, a, b ∈ T. Now let J be a minimum T-join in G. Contract B := {b} ∪ Γ(b) to a single vertex vB, and let the resulting graph be G∗. G∗ is also bipartite. Let T∗ := T \ B if |T ∩ B| is even and T∗ := (T \ B) ∪ {vB} otherwise. The set J∗, resulting from J by the contraction of B, is obviously a T∗-join in G∗. Since Γ(b) is a stable set in G (as G is bipartite), the claim implies that |J| = |J∗| + 1.

It suffices to prove that J∗ is a minimum T∗-join in G∗, because then we have τ(G, T) = |J| = |J∗| + 1 = τ(G∗, T∗) + 1, and the theorem follows by induction (observe that δ(b) is a T-cut in G disjoint from E(G∗)).

So suppose that J∗ is not a minimum T∗-join in G∗. Then by Proposition 12.7 there is a circuit C∗ in G∗ with |J∗ ∩ E(C∗)| > |E(C∗) \ J∗|. Since G∗ is bipartite, |J∗ ∩ E(C∗)| ≥ |E(C∗) \ J∗| + 2. E(C∗) corresponds to an edge set Q in G. Q cannot be a circuit, because |J ∩ Q| > |Q \ J| and J is a minimum T-join. Hence Q is an x-y-path in G for some x, y ∈ Γ(b) with x ≠ y. Let C be the circuit in G formed by Q together with {x, b} and {b, y}. Since J is a minimum T-join in G, |J ∩ E(C)| ≤ |E(C) \ J| ≤ |E(C∗) \ J∗| + 2 ≤ |J∗ ∩ E(C∗)| ≤ |J ∩ E(C)|. Thus we must have equality throughout, in particular {x, b}, {b, y} ≠ J and |J ∩ E(C)| = |E(C) \ J|. So J := J△E(C) is also a minimum T-join and |J ∩ δ(b)| = 3. But this is impossible by the claim. □

T-cuts are also essential in the following description of the T-join polyhedron:

Theorem 12.16. (Edmonds and Johnson [1973]) Let G be an undirected graph, c : E(G) → R+, and T ⊆ V(G) with |T| even. Then the incidence vector of a minimum weight T-join is an optimum solution of the LP

\[
\min \left\{ cx : x ≥ 0, \sum_{e ∈ C} x_e ≥ 1 \text{ for all T-cuts } C \right\}.
\]

(This polyhedron is called the T-join polyhedron of G.)
**Proof:** By Proposition 12.14, the incidence vector of a $T$-join satisfies the constraints. Let $c : E(G) \to \mathbb{R}_+$ be given; we may assume that $c(e)$ is an even integer for each $e \in E(G)$. Let $k$ be the minimum weight (with respect to $c$) of a $T$-join in $G$. We show that the optimum value of the above LP is $k$.

We replace each edge $e$ by a path of length $c(e)$ (if $c(e) = 0$ we contract $e$ and add the contracted vertex to $T$ iff $|e \cap T| = 1$). The resulting graph $G'$ is bipartite. Moreover, the minimum cardinality of a $T$-join in $G'$ is $k$. By Theorem 12.15, there is a family $\mathcal{C}'$ of $k$ edge-disjoint $T$-cuts in $G'$. Back in $G$, this yields a family $\mathcal{C}$ of $k$ $T$-cuts in $G$ such that every edge $e$ is contained in at most $c(e)$ of these. So for any feasible solution $x$ of the above LP we have

$$cx \geq \sum_{C \in \mathcal{C}} \sum_{e \in C} x_e \geq \sum_{C \in \mathcal{C}} 1 = k,$$

proving that the optimum value is $k$. \hfill $\square$

This implies Theorem 11.13: let $G$ be a graph with a perfect matching and $T := V(G)$. Then Theorem 12.16 implies that

$$\min \left\{ cx : x \geq 0, \sum_{e \in C} x_e \geq 1 \text{ for all } T\text{-cuts } C \right\}$$

is an integer for each $c \in \mathbb{Z}^{E(G)}$ for which the minimum is finite. By Theorem 5.12, the polyhedron is integral, and so is its face

$$\left\{ x \in \mathbb{R}^{E(G)}_+ : \sum_{e \in C} x_e \geq 1 \text{ for all } T\text{-cuts } C, \sum_{e \in \delta(v)} x_e = 1 \text{ for all } v \in V(G) \right\}.$$

One can also derive a description of the convex hull of the incidence vectors of all $T$-joins (Exercise 14). Theorems 12.16 and 4.21 (along with Corollary 3.28) imply another polynomial-time algorithm for the **Minimum Weight $T$-Join Problem** if we can solve the **Separation Problem** for the above description. This is obviously equivalent to checking whether there exists a $T$-cut with capacity less than one (here $x$ serves as capacity vector). So it suffices to solve the following problem:

**Minimum Capacity $T$-Cut Problem**

**Instance:** A graph $G$, capacities $u : E(G) \to \mathbb{R}_+$, and a set $T \subseteq V(G)$ of even cardinality.

**Task:** Find a minimum capacity $T$-cut in $G$.

Note that the **Minimum Capacity $T$-Cut Problem** also solves the **Separation Problem** for the perfect matching polytope (Theorem 11.13; $T := V(G)$). The following theorem solves the **Minimum Capacity $T$-Cut Problem**: it suffices to consider the fundamental cuts of a Gomory-Hu tree. Recall that we can find a Gomory-Hu tree for an undirected graph with capacities in $O(n^4)$ time (Theorem 8.35).
Theorem 12.17. (Padberg and Rao [1982]) Let $G$ be an undirected graph with capacities $u : E(G) \rightarrow \mathbb{R}_+$. Let $H$ be a Gomory-Hu tree for $(G, u)$. Let $T \subseteq V(G)$ with $|T|$ even. Then there is a minimum capacity $T$-cut among the fundamental cuts of $H$. Hence the minimum capacity $T$-cut can be found in $O(n^4)$ time.

Proof: We may assume capacities by a large enough number, e.g. max $\{u(e) : e \in E(G)\}$. Theorem 12.18. (Padberg and Rao [1982]) For undirected graphs $G$, $u : E(G) \rightarrow \mathbb{N} \cup \{\infty\}$ and $b : V(G) \rightarrow \mathbb{N}$, the separation problem for the $b$-matching polytope of $(G, u)$ can be solved in polynomial time.

Proof: We may assume $u(e) < \infty$ for all edges $e$ (we may replace infinite capacities by a large enough number, e.g. max$\{b(v) : v \in V(G)\}$). We choose an arbitrary but fixed orientation of $G$; we will sometimes use the resulting directed edges and sometimes the original undirected edges.

Given a vector $x \in \mathbb{R}^{E(G)}_+$ with $x_e \leq u(e)$ for all $e \in E(G)$ and $\sum_{e \in \delta_G(v)} x_e \leq b(v)$ for all $v \in V(G)$ (these trivial inequalities can be checked in linear time), we define a new bipartite graph $H$ with edge capacities $t : E(H) \rightarrow \mathbb{R}_+$ as follows:

$$
V(H) := V(G) \cup E(G) \cup \{S\},
$$

$$
E(H) := \{(v, e) : v \in E(G)\} \cup \{(v, S) : v \in V(G)\},
$$

$$
t((v, e)) := u(e) - x_e \quad (e \in E(G), \text{ where } v \text{ is the tail of } e),
$$

$$
t((v, e)) := x_e \quad (e \in E(G), \text{ where } v \text{ is the head of } e),
$$

$$
t((v, S)) := b(v) - \sum_{e \in \delta_G(v)} x_e \quad (v \in V(G)).
$$

Define $T \subseteq V(H)$ to consist of

- the vertices $v \in V(G)$ for which $b(v) + \sum_{e \in \delta_G^+(v)} u(e)$ is odd,
the vertices $e \in E(G)$ for which $u(e)$ is odd, and
the vertex $S$ if $\sum_{v \in V(G)} b(v)$ is odd.
Observe that $|T|$ is even.

We shall prove that there exists a $T$-cut in $H$ with capacity less than one if and only if $x$ is not in the convex hull of the $b$-matchings in $(G, u)$.

We need some preparation. Let $X \subseteq V(G)$ and $F \subseteq \delta_G(X)$. Define
\[
E_1 := \{e \in \delta_G^+(X) \cap F\},
E_2 := \{e \in \delta_G^-(X) \cap F\},
E_3 := \{e \in \delta_G^+(X) \setminus F\},
E_4 := \{e \in \delta_G^-(X) \setminus F\},
\]
(see Figure 12.2) and
\[
W := X \cup E(G[X]) \cup E_2 \cup E_3 \subseteq V(H).
\]

Claim:
(a) $|W \cap T|$ is odd if and only if $\sum_{v \in X} b(v) + \sum_{e \in F} u(e)$ is odd.
(b) $\sum_{e \in \delta_H(W)} t(e) < 1$ if and only if
\[
\sum_{e \in E(G[X])} x_e + \sum_{e \in F} x_e > \frac{1}{2} \left( \sum_{v \in X} b(v) + \sum_{e \in F} u(e) - 1 \right).
\]
To prove (a), observe that by definition $|W \cap T|$ is odd if and only if
\[
\sum_{v \in X} \left( b(v) + \sum_{e \in \delta_G^+(v)} u(e) \right) + \sum_{e \in E(G[X]) \cup E_2 \cup E_3} u(e)
\]
is odd. But this number is equal to
\[
\sum_{v \in X} b(v) + 2 \sum_{e \in E(G[X])} u(e) + \sum_{e \in \delta^G_V(X)} u(e) + \sum_{e \in E_1 \cup E_2} u(e)
\]

\[
= \sum_{v \in X} b(v) + 2 \sum_{e \in E(G[X])} u(e) + \sum_{e \in \delta^G_V(X)} u(e) - 2 \sum_{e \in F} u(e) + \sum_{e \in E_1 \cup E_2} u(e),
\]

proving (a), because \( E_1 \cup E_2 = F \). Moreover,

\[
\sum_{e \in \delta_H(W)} t(e) = \sum_{e \in E_1 \cup E_2} t([x, e]) + \sum_{x \in \partial X} t([y, e]) + \sum_{x \in X} t([x, S])
\]

\[
= \sum_{e \in E_1 \cup E_2} (u(e) - x_e) + \sum_{e \in E_3 \cup E_4} x_e + \sum_{e \in \delta_X(G)} \left( b(v) - \sum_{e \in \delta_X(v)} x_e \right)
\]

\[
= \sum_{e \in F} u(e) + \sum_{v \in E} b(v) - 2 \sum_{e \in E} x_e - 2 \sum_{e \in E(G[X])} x_e,
\]

proving (b).

Now we can prove that there exists a \( T \)-cut in \( H \) with capacity less than one if and only if \( x \) is not in the convex hull of the \( b \)-matchings in \( (G, u) \). First suppose that there are \( X \subseteq V(G) \) and \( F \subseteq \delta_G(X) \) with

\[
\sum_{e \in E(G[X])} x_e + \sum_{e \in F} x_e > \frac{1}{2} \left( \sum_{v \in X} b(v) + \sum_{e \in F} u(e) \right).
\]

Then \( \sum_{v \in X} b(v) + \sum_{e \in F} u(e) \) must be odd and

\[
\sum_{e \in E(G[X])} x_e + \sum_{e \in F} x_e > \frac{1}{2} \left( \sum_{v \in X} b(v) + \sum_{e \in F} u(e) - 1 \right).
\]

By (a) and (b), this implies that \( \delta_H(W) \) is a \( T \)-cut with capacity less than one.

To prove the converse, let \( \delta_H(W) \) now be any \( T \)-cut in \( H \) with capacity less than one. We show how to construct a violated inequality of the \( b \)-matching polytope.

W.l.o.g. assume \( S \not\subseteq W \) (otherwise exchange \( W \) and \( V(H) \setminus W \)). Define \( X := W \cap V(G) \). Observe that \( \{v, \{v, w\}\} \in \delta_H(W) \) implies \( \{v, w\} \in \delta_G(X) \): If \( \{v, w\} \not\in W \) for some \( v, w \in X \), the two edges \( \{v, \{v, w\}\} \) and \( \{w, \{v, w\}\} \) (with total capacity \( u(\{v, w\}) \)) would belong to \( \delta_H(W) \), contradicting the assumption that this cut has capacity less than one. The assumption \( \{v, w\} \in W \) for some \( v, w \notin X \) leads to the same contradiction.

Define

\[
F := \{(v, w) \in E(G) : \{v, \{v, w\}\} \in \delta_H(W)\}.
\]

By the above observation we have \( F \subseteq \delta_G(X) \). We define \( E_1, E_2, E_3, E_4 \) as above and claim that

\[
W = X \cup E(G[X]) \cup E_2 \cup E_3
\]

(12.2)
holds. Again by the above observation, we only have to prove \( W \cap \delta_G(X) = E_2 \cup E_3 \). But \( e = (v, w) \in E_1 = \delta_G^+(X) \cap F \) implies \( e \notin W \) by the definition of \( F \). Similarly, \( e = (v, w) \in E_2 = \delta_G(X) \cap F \) implies \( e \in W \), \( e = (v, w) \in E_3 = \delta_G^-(X) \setminus F \) implies \( e \notin W \), and \( e = (v, w) \in E_4 = \delta_G(X) \setminus F \) implies \( e \notin W \). Thus (12.2) is proved.

So (a) and (b) again hold. Since \(|W \cap T|\) is odd, (a) implies that \( \sum_{v \in X} b(v) + \sum_{e \in F} u(e) \) is odd. Then by (b) and the assumption that \( \sum_{e \in \delta_H(W)} t(e) < 1 \), we get

\[
\sum_{e \in E(G[X])} x_e + \sum_{e \in F} x_e > \frac{1}{2} \left( \sum_{v \in X} b(v) + \sum_{e \in F} u(e) \right),
\]

i.e. a violated inequality of the \( b \)-matching polytope.

Let us summarize: We have shown that the minimum capacity of a \( T \)-cut in \( H \) is less than one if and only if \( x \) violates some inequality of the \( b \)-matching polytope. Furthermore, given some \( T \)-cut in \( H \) with capacity less than one, we can easily construct a violated inequality. So the problem reduces to the MINIMUM CAPACITY \( T \)-Cut Problem with nonnegative weights. By Theorem 12.17, the latter can be solved in \( O(n^4) \) time, where \( n = |V(H)| \).

A generalization of this result has been found by Caprara and Fischetti [1996]. Letchford, Reinelt and Theis [2004] showed that it suffices to consider the Gomory-Hu tree for \((G, u)\). They reduce the Separation Problem for \( b \)-matching (and more general) inequalities to \(|V(G)|\) maximum flow computations on the original graph and thus solve it in \( O(|V(G)|^4) \) time.

The Padberg-Rao Theorem implies:

**Corollary 12.19.** The **Maximum Weight** \( b \)-Matching Problem can be solved in polynomial time.

**Proof:** By Corollary 3.28 we have to solve the LP given in Theorem 12.3. By Theorem 4.21 it suffices to have a polynomial-time algorithm for the Separation Problem. Such an algorithm is provided by Theorem 12.18.

Marsh [1979] extended Edmonds’ Weighted Matching Algorithm to the Maximum Weight \( b \)-Matching Problem. This combinatorial algorithm is of course more practical than using the Ellipsoid Method. But Theorem 12.18 is also interesting for other purposes (see e.g. Section 21.4). For a combinatorial algorithm with a strongly polynomial running time, see Anstee [1987] or Gerards [1995].

**Exercises**

1. Show that a minimum weight perfect simple 2-matching in an undirected graph \( G \) can be found in \( O(n^6) \) time.
2. Let $G$ be an undirected graph and $b_1, b_2 : V(G) \to \mathbb{N}$. Describe the convex hull of functions $f : E(G) \to \mathbb{Z}_+$ with $b_1(v) \leq \sum_{e \in \delta(v)} f(e) \leq b_2(v)$.

*Hint:* For $X, Y \subseteq V(G)$ with $X \cap Y = \emptyset$ consider the constraint

$$\sum_{e \in E(G[X])} f(e) - \sum_{e \in E(G[Y]) \cup E(Y,Z)} f(e) \leq \left[ \frac{1}{2} \left( \sum_{x \in X} b_2(x) - \sum_{y \in Y} b_1(y) \right) \right],$$

where $Z := V(G) \setminus (X \cup Y)$. Use Theorem 12.3. (Schrijver [1983])

3. Can one generalize the result of Exercise 2 further by introducing lower and upper capacities on the edges?

*Note:* This can be regarded as an undirected version of the problem in Exercise 3 of Chapter 9. For a common generalization of both problems and also the Minimum Weight $T$-Join Problem see the papers of Edmonds and Johnson [1973], and Schrijver [1983]. Even here a description of the polytope that is TDI is known.


*Hint:* For the sufficiency, use Tutte’s Theorem 10.13 and the constructions in the proofs of Theorems 12.2 and 12.3.

5. The subgraph degree polytope of a graph $G$ is defined to be the convex hull of all vectors $b \in \mathbb{Z}_{\geq 0}^{V(G)}$ such that $G$ has a perfect simple $b$-matching. Prove that its dimension is $|V(G)| - k$, where $k$ is the number of connected components of $G$ that are bipartite.

6. Given an undirected graph, an odd cycle cover is defined to be a subset of edges containing at least one edge of each odd circuit. Show how to find in polynomial time the minimum weight odd cycle cover in a planar graph with nonnegative weights on the edges. Can you also solve the problem for general weights?

*Hint:* Consider the Undirected Chinese Postman Problem in the planar dual graph and use Theorem 2.26 and Corollary 2.45.

7. Consider the Maximum Weight Cut Problem in planar graphs: Given an undirected planar graph $G$ with weights $c : E(G) \to \mathbb{R}_+$, we look for the maximum weight cut. Can one solve this problem in polynomial time?

*Hint:* Use Exercise 6.

*Note:* For general graphs this problem is NP-hard; see Exercise 3 of Chapter 16. (Hadlock [1975])

8. Given a graph $G$ with weights $c : E(G) \to \mathbb{R}_+$ and a set $T \subseteq V(G)$ with $|T|$ even. We construct a new graph $G'$ by setting

$$V(G') := \{(v, e) : v \in e \in E(G)\} \cup \{\bar{v} : v \in V(G), |\delta_G(v)| + |\{v\} \cap T| \text{ odd}\},$$

$$E(G') := \{\{(v, e), (w, e)\} : e = \{v, w\} \in E(G)\} \cup \{\{(v, e), (v, f)\} : v \in V(G), e, f \in \delta_G(v), e \neq f\} \cup \{\}$$
and define \( c'( (v,e), (w,e) ) := c(e) \) for \( e = \{v,w\} \in E(G) \) and \( c'(e') = 0 \) for all other edges in \( G' \).

Show that a minimum weight perfect matching in \( G' \) corresponds to a minimum weight \( T \)-join in \( G \). Is this reduction preferable to the one used in the proof of Theorem 12.9?

9. The following problem combines simple perfect \( b \)-matchings and \( T \)-joins. We are given an undirected graph \( G \) with weights \( c : E(G) \rightarrow \mathbb{R} \), a partition of the vertex set \( V(G) = R \cup S \cup T \), and a function \( b : R \rightarrow \mathbb{Z}^+ \). We ask for a subset of edges \( J \subseteq E(G) \) such that \( J \cap \delta(v) = b(v) \) for \( v \in R \), \( |J \cap \delta(v)| \) is even for \( v \in S \), and \( |J \cap \delta(v)| \) is odd for \( v \in T \). Show how to reduce this problem to a Minimum Weight Perfect Matching Problem.

\[ \text{Hint: Consider the constructions in Section 12.1 and Exercise 8.} \]

10. Consider the Undirected Minimum Mean Cycle Problem: Given an undirected graph \( G \) and weights \( c : E(G) \rightarrow \mathbb{R} \), find a circuit \( C \) in \( G \) whose mean weight \( \frac{c(E(C))}{|E(C)|} \) is minimum.

(a) Show that the Minimum Mean Cycle Algorithm of Section 7.3 cannot be applied to the undirected case.

(b) Find a strongly polynomial algorithm for the Undirected Minimum Mean Cycle Problem.

\[ \text{Hint: Use Exercise 9.} \]

11. Let \( G \) be an undirected graph, \( T \subseteq V(G) \) with \( |T| \) even, and \( F \subseteq E(G) \). Prove: \( F \) has nonzero intersection with every \( T \)-join if and only if \( F \) contains a \( T \)-cut. \( F \) has nonzero intersection with every \( T \)-cut if and only if \( F \) contains a \( T \)-join.

\[ \text{Hint: Colour the edges of } C \text{ red and blue such that, when traversing } C, \text{ colours change precisely at the vertices in } T. \text{ Consider the planar dual graph, split the vertex representing the outer face into a red and a blue vertex, and apply Menger’s Theorem 8.9.} \]

12. Let \( G \) be a planar 2-connected graph with a fixed embedding, let \( C \) be the circuit bounding the outer face, and let \( T \) be an even cardinality subset of \( V(C) \). Prove that the minimum cardinality of a \( T \)-join equals the maximum number of edge-disjoint \( T \)-cuts.

\[ \text{Hint: Colour the edges of } C \text{ red and blue such that, when traversing } C, \text{ colours change precisely at the vertices in } T. \text{ Consider the planar dual graph, split the vertex representing the outer face into a red and a blue vertex, and apply Menger’s Theorem 8.9.} \]


14. Let \( G \) be an undirected graph and \( T \subseteq V(G) \) with \( |T| \) even. Prove that the convex hull of the incidence vectors of all \( T \)-joins in \( G \) is the set of all vectors \( x \in [0, 1]^{E(G)} \) satisfying

\[
\sum_{e \in \delta_G(X) \setminus F} x_e + \sum_{e \in F} (1 - x_e) \geq 1
\]

for all \( X \subseteq V(G) \) and \( F \subseteq \delta_G(X) \) with \( |X \cap T| + |F| \) odd.

\[ \text{Hint: Use Theorems 12.16 and 12.10.} \]
15. Let $G$ be an undirected graph and $T \subseteq V(G)$ with $|T| = 2k$ even. Prove that the minimum cardinality of a $T$-cut in $G$ equals the maximum of $\min_{i=1}^{k} \lambda_{s_i, t_i}$ over all pairings $T = \{s_1, t_1, s_2, t_2, \ldots, s_k, t_k\}$. ($\lambda_{s, t}$ denotes the maximum number of edge-disjoint $s$-$t$-paths.) Can you think of a weighted version of this min-max formula? 

*Hint:* Use Theorem 12.17. 

(Rizzi [2002])

16. This exercise gives an algorithm for the **Minimum Capacity $T$-Cut Problem** without using Gomory-Hu trees. The algorithm is recursive and – given $G$, $u$ and $T$ – proceeds as follows:

1. First we find a set $X \subseteq V(G)$ with $T \cap X \neq \emptyset$ and $T \setminus X \neq \emptyset$, such that $u(X) : = \sum_{e \in \delta_G(X)} u(e)$ is minimum (cf. Exercise 22 of Chapter 8). If $|T \cap X|$ happens to be odd, we are done (return $X$).

2. Otherwise we apply the algorithm recursively first to $G$, $u$ and $T \cap X$, and then to $G$, $u$ and $T \setminus X$. We obtain a set $Y \subseteq V(G)$ with $|(T \cap X) \cap Y|$ odd and $u(Y)$ minimum and a set $Z \subseteq V(G)$ with $|(T \setminus X) \cap Z|$ odd and $u(Z)$ minimum. W.l.o.g. $T \setminus X \subseteq Y$ and $X \cap T \subseteq Z$ (otherwise replace $Y$ by $V(G) \setminus Y$ and/or $Z$ by $V(G) \setminus Z$).

3. If $u(X \cap Y) < u(Z \setminus X)$ then return $X \cap Y$ else return $Z \setminus X$.

Show that this algorithm works correctly and that its running time is $O(n^5)$, where $n = |V(G)|$.

17. Show how to solve the **Maximum Weight $b$-Matching Problem** for the special case when $b(v)$ is even for all $v \in V(G)$ in strongly polynomial time. 

*Hint:* Reduction to a **Minimum Cost Flow Problem** as in Exercise 10 of Chapter 9.
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13. Matroids

Many combinatorial optimization problems can be formulated as follows. Given a set system \((E, \mathcal{F})\), i.e. a finite set \(E\) and some \(\mathcal{F} \subseteq 2^E\), and a cost function \(c : \mathcal{F} \to \mathbb{R}\), find an element of \(\mathcal{F}\) whose cost is minimum or maximum. In the following we consider modular functions \(c\), i.e. assume that \(c(X) = c(\emptyset) + \sum_{x \in X} (c(\{x\}) - c(\emptyset))\) for all \(X \subseteq E\); equivalently we are given a function \(c : E \to \mathbb{R}\) and write \(c(X) = \sum_{e \in X} c(e)\).

In this chapter we restrict ourselves to those combinatorial optimization problems where \(\mathcal{F}\) describes an independence system (i.e. is closed under subsets) or even a matroid. The results of this chapter generalize several results obtained in previous chapters.

In Section 13.1 we introduce independence systems and matroids and show that many combinatorial optimization problems can be described in this context. There are several equivalent axiom systems for matroids (Section 13.2) and an interesting duality relation discussed in Section 13.3. The main reason why matroids are important is that a simple greedy algorithm can be used for optimization over matroids. We analyze greedy algorithms in Section 13.4 before turning to the problem of optimizing over the intersection of two matroids. As shown in Sections 13.5 and 13.7 this problem can be solved in polynomial time. This also solves the problem of covering a matroid by independent sets as discussed in Section 13.6.

13.1 Independence Systems and Matroids

Definition 13.1. A set system \((E, \mathcal{F})\) is an independence system if

(M1) \(\emptyset \in \mathcal{F}\);
(M2) If \(X \subseteq Y \in \mathcal{F}\) then \(X \in \mathcal{F}\).

The elements of \(\mathcal{F}\) are called independent, the elements of \(2^E \setminus \mathcal{F}\) dependent. Minimal dependent sets are called circuits, maximal independent sets are called bases. For \(X \subseteq E\), the maximal independent subsets of \(X\) are called bases of \(X\).

Definition 13.2. Let \((E, \mathcal{F})\) be an independence system. For \(X \subseteq E\) we define the rank of \(X\) by \(r(X) := \max\{|Y| : Y \subseteq X, Y \in \mathcal{F}\}\). Moreover, we define the closure of \(X\) by \(\sigma(X) := \{y \in E : r(X \cup \{y\}) = r(X)\}\).
Throughout this chapter, \((E, \mathcal{F})\) will be an independence system, and \(c : E \rightarrow \mathbb{R}\) will be a cost function. We shall concentrate on the following two problems:

### Maximization Problem for Independence Systems

**Instance:** An independence system \((E, \mathcal{F})\) and \(c : E \rightarrow \mathbb{R}\).

**Task:** Find an \(X \in \mathcal{F}\) such that 
\[
c(X) := \sum_{e \in X} c(e)
\]
is maximum.

### Minimization Problem for Independence Systems

**Instance:** An independence system \((E, \mathcal{F})\) and \(c : E \rightarrow \mathbb{R}\).

**Task:** Find a basis \(B\) such that 
\[
c(B)
\]
is minimum.

The instance specification is somewhat vague. The set \(E\) and the cost function \(c\) are given explicitly as usual. However, the set \(\mathcal{F}\) is usually not given by an explicit list of its elements. Rather one assumes an oracle which – given a subset \(F \subseteq E\) – decides whether \(F \in \mathcal{F}\). We shall return to this question in Section 13.4.

The following list shows that many combinatorial optimization problems actually have one of the above two forms:

1. **Maximum Weight Stable Set Problem**
   - Given a graph \(G\) and weights \(c : V(G) \rightarrow \mathbb{R}\), find a stable set \(X\) in \(G\) of maximum weight.
   - Here \(E = V(G)\) and \(\mathcal{F} = \{F \subseteq E : F\ is\ stable\ in\ G\}\).

2. **TSP**
   - Given a complete undirected graph \(G\) and weights \(c : E(G) \rightarrow \mathbb{R}_+\), find a minimum weight Hamiltonian circuit in \(G\).
   - Here \(E = E(G)\) and \(\mathcal{F} = \{F \subseteq E : F\ is\ a\ subset\ of\ a\ Hamiltonian\ circuit\ in\ G\}\).

3. **Shortest Path Problem**
   - Given a digraph \(G\), \(c : E(G) \rightarrow \mathbb{R}\) and \(s, t \in V(G)\) such that \(t\ is\ reachable\ from\ s\), find a shortest \(s\-t\)-path in \(G\) with respect to \(c\).
   - Here \(E = E(G)\) and \(\mathcal{F} = \{F \subseteq E : F\ is\ a\ subset\ of\ an\ s\-t\-path\}\).

4. **Knapsack Problem**
   - Given nonnegative numbers \(n, c_i, w_i\ (1 \leq i \leq n)\), and \(W\), find a subset \(S \subseteq \{1, \ldots, n\}\) such that \(\sum_{j \in S} w_j \leq W\) and \(\sum_{j \in S} c_j\ is\ maximum\).
   - Here \(E = \{1, \ldots, n\}\) and \(\mathcal{F} = \left\{F \subseteq E : \sum_{j \in F} w_j \leq W\right\}\).

5. **Minimum Spanning Tree Problem**
   - Given a connected undirected graph \(G\) and weights \(c : E(G) \rightarrow \mathbb{R}\), find a minimum weight spanning tree in \(G\).
   - Here \(E = E(G)\) and \(\mathcal{F}\ is\ the\ set\ of\ forests\ in\ G\).

6. **Maximum Weight Forest Problem**
   - Given an undirected graph \(G\) and weights \(c : E(G) \rightarrow \mathbb{R}\), find a maximum weight forest in \(G\).
   - Here again \(E = E(G)\) and \(\mathcal{F}\ is\ the\ set\ of\ forests\ in\ G\).
(7) **Steiner Tree Problem**

Given a connected undirected graph $G$, weights $c : E(G) \to \mathbb{R}_+$, and a set $T \subseteq V(G)$ of terminals, find a Steiner tree for $T$, i.e. a tree $S$ with $T \subseteq V(S)$ and $E(S) \subseteq E(G)$, such that $c(E(S))$ is minimum.

Here $E = E(G)$ and $\mathcal{F} = \{F \subseteq E : F$ is a subset of a Steiner tree for $T\}$.

(8) **Maximum Weight Branching Problem**

Given a digraph $G$ and weights $c : E(G) \to \mathbb{R}$, find a maximum weight branching in $G$.

Here $E = E(G)$ and $\mathcal{F}$ is the set of branchings in $G$.

(9) **Maximum Weight Matching Problem**

Given an undirected graph $G$ and weights $c : E(G) \to \mathbb{R}$, find a maximum weight matching in $G$.

Here $E = E(G)$ and $\mathcal{F}$ is the set of matchings in $G$.

This list contains NP-hard problems ((1),(2),(4),(7)) as well as polynomially solvable problems ((5),(6),(8),(9)). Problem (3) is NP-hard in the above form but polynomially solvable for nonnegative weights. (See Chapter 15.)

**Definition 13.3.** An independence system is a **matroid** if

(M3) If $X, Y \in \mathcal{F}$ and $|X| > |Y|$, then there is an $x \in X \setminus Y$ with $Y \cup \{x\} \in \mathcal{F}$.

The name matroid points out that the structure is a generalization of matrices. This will become clear by our first example:

**Proposition 13.4.** The following independence systems $(E, \mathcal{F})$ are matroids:

(a) $E$ is a set of columns of a matrix $A$ over some field, and $\mathcal{F} := \{F \subseteq E :$ The columns in $F$ are linearly independent over that field$\}.$

(b) $E$ is a set of edges of some undirected graph $G$ and $\mathcal{F} := \{F \subseteq E : (V(G), F)$ is a forest$\}.$

(c) $E$ is a finite set, $k$ an integer and $\mathcal{F} := \{F \subseteq E : |F| \leq k\}.$

(d) $E$ is a set of edges of some undirected graph $G$, $S$ a stable set in $G$, $k_s$ integers ($s \in S$) and $\mathcal{F} := \{F \subseteq E : |\delta_F(s)| \leq k_s$ for all $s \in S\}.$

(e) $E$ is a set of edges of some digraph $G$, $S \subseteq V(G)$, $k_s$ integers ($s \in S$) and $\mathcal{F} := \{F \subseteq E : |\delta_F^{-}(s)| \leq k_s$ for all $s \in S\}.$

**Proof:** In all cases it is obvious that $(E, \mathcal{F})$ is indeed an independence system. So it remains to show that (M3) holds. For (a) this is well known from Linear Algebra, for (c) it is trivial.

To prove (M3) for (b), let $X, Y \in \mathcal{F}$ and suppose $Y \cup \{x\} \notin \mathcal{F}$ for all $x \in X \setminus Y$. We show that $|X| \leq |Y|$. For each edge $x = \{v, w\} \in X$, $v$ and $w$ are in the same connected component of $(V(G), Y)$. Hence each connected component $Z \subseteq V(G)$ of $(V(G), X)$ is a subset of a connected component of $(V(G), Y)$. So the number $p$ of connected components of the forest $(V(G), X)$ is greater than or equal to the number $q$ of connected components of the forest $(V(G), Y)$. But then $|V(G)| - |X| = p \geq q = |V(G)| - |Y|$, implying $|X| \leq |Y|$.
To verify (M3) for (d), let \( X, Y \in \mathcal{F} \) with \(|X| > |Y|\). Let \( S' := \{s \in S : |\delta_Y(s)| = k_s\} \). As \(|X| > |Y|\) and \(|\delta_X(s)| \leq k_s\) for all \( s \in S'\), there exists an \( e \in X \setminus Y \) with \( e \notin \delta(s) \) for \( s \in S'\). Then \( Y \cup \{e\} \in \mathcal{F} \).

For (e) the proof is identical except for replacing \( \delta \) by \( \delta^- \).

Some of these matroids have special names: The matroid in (a) is called the vector matroid of \( A \). Let \( M \) be a matroid. If there is a matrix \( A \) over the field \( F \) such that \( M \) is the vector matroid of \( A \), then \( M \) is called representable over \( F \). There are matroids that are not representable over any field.

The matroid in (b) is called the cycle matroid of \( G \) and will sometimes be denoted by \( M(G) \). A matroid which is the cycle matroid of some graph is called a graphic matroid.

The matroids in (c) are called uniform matroids.

In our list of independence systems at the beginning of this section, the only matroids are the graphic matroids in (5) and (6). To check that all the other independence systems in the above list are not matroids in general is easily proved with the help of the following theorem (Exercise 1):

**Theorem 13.5.** Let \((E, \mathcal{F})\) be an independence system. Then the following statements are equivalent:

- (M3) If \( X, Y \in \mathcal{F} \) and \(|X| > |Y|\), then there is an \( x \in X \setminus Y \) with \( Y \cup \{x\} \in \mathcal{F} \).
- (M3') If \( X, Y \in \mathcal{F} \) and \(|X| = |Y| + 1\), then there is an \( x \in X \setminus Y \) with \( Y \cup \{x\} \in \mathcal{F} \).
- (M3'') For each \( X \subseteq E \), all bases of \( X \) have the same cardinality.

**Proof:** Trivially, (M3)\( \Leftrightarrow \) (M3') and (M3)\( \Rightarrow \) (M3''). To prove (M3'')\( \Rightarrow \) (M3), let \( X, Y \in \mathcal{F} \) and \(|X| > |Y|\). By (M3''), \( Y \) cannot be a basis of \( X \cup Y \). So there must be an \( x \in (X \cup Y) \setminus Y = X \setminus Y \) such that \( Y \cup \{x\} \in \mathcal{F} \).

Sometimes it is useful to have a second rank function:

**Definition 13.6.** Let \((E, \mathcal{F})\) be an independence system. For \( X \subseteq E \) we define the lower rank by

\[ \rho(X) := \min \{|Y| : Y \subseteq X, Y \in \mathcal{F} \text{ and } Y \cup \{x\} \notin \mathcal{F} \text{ for all } x \in X \setminus Y \}. \]

The rank quotient of \((E, \mathcal{F})\) is defined by

\[ q(E, \mathcal{F}) := \min_{F \subseteq E} \frac{\rho(F)}{r(F)}. \]

**Proposition 13.7.** Let \((E, \mathcal{F})\) be an independence system. Then \( q(E, \mathcal{F}) \leq 1 \). Furthermore, \((E, \mathcal{F})\) is a matroid if and only if \( q(E, \mathcal{F}) = 1 \).

**Proof:** \( q(E, \mathcal{F}) \leq 1 \) follows from the definition. \( q(E, \mathcal{F}) = 1 \) is obviously equivalent to (M3'').

To estimate the rank quotient, the following statement can be used:
Theorem 13.8. (Hausmann, Jenkyns and Korte [1980]) Let \((E, \mathcal{F})\) be an independence system. If, for any \(A \in \mathcal{F}\) and \(e \in E\), \(A \cup \{e\}\) contains at most \(p\) circuits, then \(q(E, \mathcal{F}) \geq \frac{1}{p}\).

Proof: Let \(F \subseteq E\) and \(J, K\) two bases of \(F\). We show \(\frac{|J|}{|K|} \geq \frac{1}{p}\).

Let \(J \setminus K = \{e_1, \ldots, e_t\}\). We construct a sequence \(K = K_0, K_1, \ldots, K_t\) of independent subsets of \(J \cup K\) such that \(J \cap K = K_i, K_i \cap \{e_1, \ldots, e_i\} = \{e_1, \ldots, e_i\}\) and \(|K_{i-1} \setminus K_i| \leq p\) for \(i = 1, \ldots, t\).

Since \(K_i \cup \{e_{i+1}\}\) contains at most \(p\) circuits and each such circuit must meet \(K_i \setminus J\) (because \(J\) is independent), there is an \(X \subseteq K_i \setminus J\) such that \(|X| \leq p\) and \((K_i \setminus X) \cup \{e_{i+1}\} \in \mathcal{F}\). We set \(K_{i+1} := (K_i \setminus X) \cup \{e_{i+1}\}\).

Now \(J \subseteq K_t \in \mathcal{F}\). Since \(J\) is a basis of \(F\), \(J = K_t\). We conclude that

\[
|K \setminus J| = \sum_{i=1}^{t} |K_{i-1} \setminus K_i| \leq pt = p |J \setminus K|,
\]

proving \(|K| \leq p \ |J|\). \(\square\)

This shows that in example (9) we have \(q(E, \mathcal{F}) \geq \frac{1}{2}\) (see also Exercise 1 of Chapter 10). In fact \(q(E, \mathcal{F}) = \frac{1}{2}\) iff \(G\) contains a path of length 3 as a subgraph (otherwise \(q(E, \mathcal{F}) = 1\)). For the independence system in example (1) of our list, the rank quotient can become arbitrarily small (choose \(G\) to be a star). In Exercise 5, the rank quotients for other independence systems will be discussed.

### 13.2 Other Matroid Axioms

In this section we consider other axiom systems defining matroids. They characterize fundamental properties of the family of bases, the rank function, the closure operator and the family of circuits of a matroid.

**Theorem 13.9.** Let \(E\) be a finite set and \(\mathcal{B} \subseteq 2^E\). \(\mathcal{B}\) is the set of bases of some matroid \((E, \mathcal{F})\) if and only if the following holds:

(B1) \(\mathcal{B} \neq \emptyset\);

(B2) For any \(B_1, B_2 \in \mathcal{B}\) and \(x \in B_1 \setminus B_2\) there exists \(y \in B_2 \setminus B_1\) with \((B_1 \setminus \{x\}) \cup \{y\} \in \mathcal{B}\).

**Proof:** The set of bases of a matroid satisfies (B1) (by (M1)) and (B2): For bases \(B_1, B_2\) and \(x \in B_1 \setminus B_2\) we have that \(B_1 \setminus \{x\}\) is independent. By (M3) there is some \(y \in B_2 \setminus B_1\) such that \((B_1 \setminus \{x\}) \cup \{y\}\) is independent. Indeed, it must be a basis, because all bases of a matroid have the same cardinality.

On the other hand, let \(\mathcal{B}\) satisfy (B1) and (B2). We first show that all elements of \(\mathcal{B}\) have the same cardinality: Otherwise let \(B_1, B_2 \in \mathcal{B}\) with \(|B_1| > |B_2|\) such that \(|B_1 \cap B_2|\) is maximum. Let \(x \in B_1 \setminus B_2\). By (B2) there is a \(y \in B_2 \setminus B_1\) with \((B_1 \setminus \{x\}) \cup \{y\} \in \mathcal{B}\), contradicting the maximality of \(|B_1 \cap B_2|\).
Now let
\[ \mathcal{F} := \{ F \subseteq E : \text{there exists a } B \in \mathcal{B} \text{ with } F \subseteq B \}. \]

\((E, \mathcal{F})\) is an independence system, and \(\mathcal{B}\) is the family of its bases. To show that \((E, \mathcal{F})\) satisfies (M3), let \(X, Y \in \mathcal{F}\) with \(|X| > |Y|\). Let \(X \subseteq B_1 \in \mathcal{B}\) and \(Y \subseteq B_2 \in \mathcal{B}\), where \(B_1\) and \(B_2\) are chosen such that \(|B_1 \cap B_2|\) is maximum. If \(B_2 \cap (X \setminus Y) \neq \emptyset\), we are done because we can augment \(Y\).

We claim that the other case, \(B_2 \cap (X \setminus Y) = \emptyset\), is impossible. Namely, with this assumption we get
\[ |B_1 \cap B_2| + |Y \setminus B_1| + |(B_2 \setminus B_1) \setminus Y| = |B_2| = |B_1| \geq |B_1 \cap B_2| + |X \setminus Y|. \]
Since \(|X \setminus Y| > |Y \setminus X| \geq |Y \setminus B_1|\), this implies \((B_2 \setminus B_1) \setminus Y \neq \emptyset\). So let \(y \in (B_2 \setminus B_1) \setminus Y\). By (B2) there exists an \(x \in B_1 \setminus B_2\) with \((B_2 \setminus \{y\}) \cup \{x\} \in \mathcal{B}\), contradicting the maximality of \(|B_1 \cap B_2|\).

A very important property of matroids is that the rank function is submodular:

**Theorem 13.10.** Let \(E\) be a finite set and \(r : 2^E \to \mathbb{Z}_+\). Then the following statements are equivalent:

(a) \(r\) is the rank function of a matroid \((E, \mathcal{F})\) (and \(\mathcal{F} = \{ F \subseteq E : r(F) = |F| \})
(b) For all \(X, Y \subseteq E\):
   \[(R1)\] \(r(X) \leq |X|;\)
   \[(R2)\] If \(X \subseteq Y\) then \(r(X) \leq r(Y);\)
   \[(R3)\] \(r(X \cup Y) + r(X \cap Y) \leq r(X) + r(Y).\)
(c) For all \(X \subseteq E\) and \(x, y \in E\):
   \[(R1')\] \(r(\emptyset) = 0;\)
   \[(R2')\] \(r(X) \leq r(X \cup \{y\}) \leq r(X) + 1;\)
   \[(R3')\] If \(r(X \cup \{x\}) = r(X \cup \{y\}) = r(X)\) then \(r(X \cup \{x, y\}) = r(X).\)

**Proof:** (a)⇒(b): If \(r\) is a rank function of an independence system \((E, \mathcal{F})\), (R1) and (R2) evidently hold. If \((E, \mathcal{F})\) is a matroid, we can also show (R3):

Let \(X, Y \subseteq E\), and let \(A\) be a basis of \(X \cap Y\). By (M3), \(A\) can be extended to a basis \(A \cup B\) of \(X\) and to a basis \((A \cup B) \cup C\) of \(X \cup Y\). Then \(A \cup C\) is an independent subset of \(Y\), so
\[ r(X) + r(Y) \geq |A \cup B| + |A \cup C| \]
\[ = 2|A| + |B| + |C| = |A \cup B \cup C| + |A| \]
\[ = r(X \cup Y) + r(X \cap Y). \]

(b)⇒(c): (R1') is implied by (R1). \(r(X) \leq r(X \cup \{y\})\) follows from (R2). By (R3) and (R1),
\[ r(X \cup \{y\}) \leq r(X) + r(\{y\}) - r(X \cap \{y\}) \leq r(X) + r(\{y\}) \leq r(X) + 1, \]
proving (R2').
(R3') is trivial for \( x = y \). For \( x \neq y \) we have, by (R2) and (R3),
\[
2r(X) \leq r(X) + r(X \cup \{x, y\}) \leq r(X \cup \{x\}) + r(X \cup \{y\}),
\]
implying (R3').

(c)⇒(a): Let \( r : 2^E \to \mathbb{Z}_+ \) be a function satisfying (R1')–(R3'). Let
\[
\mathcal{F} := \{ F \subseteq E : r(F) = |F| \}.
\]

We claim that \((E, \mathcal{F})\) is a matroid. (M1) follows from (R1'). (R2') implies \( r(X) \leq |X| \) for all \( X \subseteq E \). If \( Y \in \mathcal{F}, y \in Y \) and \( X := Y \setminus \{y\}, \) we have
\[
|X| + 1 = |Y| = r(Y) = r(X \cup \{y\}) \leq r(X) + 1 \leq |X| + 1,
\]
so \( X \in \mathcal{F} \). This implies (M2).

Now let \( X, Y \in \mathcal{F} \) and \( |X| = |Y| + 1 \). Let \( X \setminus Y = \{x_1, \ldots, x_k\} \). Suppose that (M3') is violated, i.e. \( r(Y \cup \{x_i\}) = |Y| \) for \( i = 1, \ldots, k \). Then by (R3') \( r(Y \cup \{x_i, x_j\}) = r(Y) \) for \( i = 2, \ldots, k \). Repeated application of this argument yields \( r(Y) = r(Y \cup \{x_1, \ldots, x_k\}) = r(X \cup Y) \geq r(X) \), a contradiction.

So \((E, \mathcal{F})\) is indeed a matroid. To show that \( r \) is the rank function of this matroid, we have to prove that \( r(X) = \max\{|Y| : Y \subseteq X, r(Y) = |Y|\} \) for all \( X \subseteq E \). So let \( X \subseteq E \), and let \( Y \) a maximum subset of \( X \) with \( r(Y) = |Y| \). For all \( x \in X \setminus Y \) we have \( r(Y \cup \{x\}) < |Y| + 1 \), so by (R2') \( r(Y \cup \{x\}) = |Y| \). Repeated application of (R3') implies \( r(X) = |Y| \).

\[\square\]

**Theorem 13.11.** Let \( E \) be a finite set and \( \sigma : 2^E \to 2^E \) a function. \( \sigma \) is the closure operator of a matroid \((E, \mathcal{F})\) if and only if the following conditions hold for all \( X, Y \subseteq E \) and \( x, y \in E \):

1. \( X \subseteq \sigma(X) \);
2. \( X \subseteq Y \subseteq E \) implies \( \sigma(X) \subseteq \sigma(Y) \);
3. \( \sigma(X) = \sigma(\sigma(X)) \);
4. If \( y \notin \sigma(X) \) and \( y \in \sigma(X \cup \{x\}) \) then \( x \in \sigma(X \cup \{y\}) \).

**Proof:** If \( \sigma \) is the closure operator of a matroid, then (S1) holds trivially.

For \( X \subseteq Y \) and \( z \in \sigma(X) \) we have by (R3) and (R2)
\[
r(X) + r(Y) = r(X \cup \{z\}) + r(Y) \geq r((X \cup \{z\}) \cap Y) + r(X \cup \{z\} \cup Y) \geq r(X) + r(Y \cup \{z\}),
\]
implying \( z \in \sigma(Y) \) and thus proving (S2).

By repeated application of (R3') we have \( r(\sigma(X)) = r(X) \) for all \( X \), which implies (S3).

To prove (S4), suppose that there are \( X, x, y \) with \( y \notin \sigma(X), y \in \sigma(X \cup \{x\}) \) and \( x \notin \sigma(X \cup \{y\}) \). Then \( r(X \cup \{y\}) = r(X) + 1, r(X \cup \{x, y\}) = r(X \cup \{x\}) \) and \( r(X \cup \{x, y\}) = r(X \cup \{y\}) + 1 \). Thus \( r(X \cup \{x\}) = r(X) + 2 \), contradicting (R2').
To show the converse, let \( \sigma : 2^E \to 2^E \) be a function satisfying (S1)–(S4). Let
\[
\mathcal{F} := \{ X \subseteq E : x \notin \sigma(X \setminus \{x\}) \text{ for all } x \in X \}.
\]
We claim that \((E, \mathcal{F})\) is a matroid.

(M1) is trivial. For \( X \subseteq Y \in \mathcal{F} \) and \( x \in X \) we have \( x \notin \sigma(Y \setminus \{x\}) \supseteq \sigma(X \setminus \{x\}) \), so \( X \in \mathcal{F} \) and (M2) holds. To prove (M3) we need the following statement:

**Claim:** For \( X \in \mathcal{F} \) and \( Y \subseteq E \) with \(|X| > |Y|\) we have \( X \nsubseteq \sigma(Y) \).

We prove the claim by induction on \(|Y \setminus X|\). If \( Y \subseteq X \), then let \( x \in X \setminus Y \). Since \( X \in \mathcal{F} \) we have \( x \notin \sigma(X \setminus \{x\}) \supseteq \sigma(Y) \) by (S2). Hence \( x \in X \setminus \sigma(Y) \) as required.

If \(|Y \setminus X| > 0\), then let \( y \in Y \setminus X \). By the induction hypothesis there exists an \( x \in X \setminus \sigma(Y \setminus \{y\}) \). If \( x \notin \sigma(Y) \), then we are done. Otherwise \( x \notin \sigma(Y \setminus \{y\}) \) but \( x \in \sigma(Y) = \sigma(\{y\} \cup \{y\}) \), so by (S1) \( x \notin \sigma((Y \setminus \{y\}) \cup \{y\}) \). By (S1) we get \( Y \subseteq \sigma((Y \setminus \{y\}) \cup \{y\}) \) and thus \( \sigma(Y) \subseteq \sigma((Y \setminus \{y\}) \cup \{y\}) \) by (S2) and (S3). Applying the induction hypothesis to \( X \) and \((Y \setminus \{y\}) \cup \{y\}\) (note that \( x \neq y \)) yields \( X \nsubseteq \sigma((Y \setminus \{y\}) \cup \{y\}) \), so \( X \nsubseteq \sigma(Y) \) as required.

Having proved the claim we can easily verify (M3). Let \( X, Y \in \mathcal{F} \) with \(|X| > |Y|\). By the claim there exists an \( x \in X \setminus \sigma(Y) \). Now for each \( z \in Y \setminus \{x\} \) we have \( z \notin \sigma(Y \setminus \{z\}) \), because \( Y \in \mathcal{F} \) and \( x \notin \sigma(Y) = \sigma(Y \setminus \{x\}) \). By (S4) \( z \notin \sigma(Y \setminus \{z\}) \) and \( x \notin \sigma(Y) \) imply \( z \notin \sigma((Y \setminus \{z\}) \cup \{x\}) \supseteq \sigma((Y \cup \{x\}) \setminus \{z\}) \).

Hence \( Y \cup \{x\} \in \mathcal{F} \).

So (M3) indeed holds and \((E, \mathcal{F})\) is a matroid, say with rank function \( r \) and closure operator \( \sigma' \). It remains to prove that \( \sigma = \sigma' \).

By definition, \( \sigma'(X) = \{ y \in E : r(X \cup \{y\}) = r(X) \} \) and
\[
r(X) = \max\{|Y| : Y \subseteq X, y \notin \sigma(Y \setminus \{y\}) \text{ for all } y \in Y \}
\]
for all \( X \subseteq E \).

Let \( X \subseteq E \). To show \( \sigma'(X) \subseteq \sigma(X) \), let \( z \notin \sigma'(X) \setminus X \). Let \( Y \) be a basis of \( X \). Since \( r(Y \cup \{z\}) \leq r(X \cup \{z\}) = r(X) = |Y| < |Y \cup \{z\}| \) we have \( y \in \sigma((Y \cup \{z\}) \setminus \{y\}) \) for some \( y \in Y \cup \{z\} \). If \( y = z \), then we have \( z \in \sigma(Y) \). Otherwise (S4) and \( y \notin \sigma(Y \setminus \{y\}) \) also yield \( z \in \sigma(Y) \). Hence by (S2) \( z \in \sigma(X) \).

Together with (S1) this implies \( \sigma'(X) \subseteq \sigma(X) \).

Now let \( z \notin \sigma'(X) \), i.e. \( r(X \cup \{z\}) > r(X) \). Let now \( Y \) be a basis of \( X \cup \{z\} \). Then \( z \in Y \) and \(|Y \setminus \{z\}| = |Y| - 1 = r(X \cup \{z\}) - 1 = r(X) \). Therefore \( Y \setminus \{z\} \) is a basis of \( X \), implying \( X \subseteq \sigma'(Y \setminus \{z\}) \subseteq \sigma(Y \setminus \{z\}) \), and thus \( \sigma(X) \subseteq \sigma(Y \setminus \{z\}) \).

As \( z \notin \sigma(Y \setminus \{z\}) \), we conclude that \( z \notin \sigma(X) \). \( \square \)

**Theorem 13.12.** Let \( E \) be a finite set and \( \mathcal{C} \subseteq 2^E \); \( \mathcal{C} \) is set of circuits of an independence system \((E, \mathcal{F})\), where \( \mathcal{F} = \{ F \subseteq E : \text{there exists no } C \in \mathcal{C} \text{ with } C \subseteq F \} \), if and only if the following conditions hold:

(C1) \( \emptyset \notin \mathcal{C} \);

(C2) For any \( C_1, C_2 \in \mathcal{C} \), \( C_1 \subseteq C_2 \) implies \( C_1 = C_2 \).
Moreover, if $C$ is set of circuits of an independence system $(E, \mathcal{F})$, then the following statements are equivalent:

(a) $(E, \mathcal{F})$ is a matroid.
(b) For any $X \in \mathcal{F}$ and $e \in E$, $X \cup \{e\}$ contains at most one circuit.
(C3) For any $C_1, C_2 \in \mathcal{C}$ with $C_1 \neq C_2$ and $e \in C_1 \cap C_2$ there exists a $C_3 \in \mathcal{C}$ with $C_3 \subseteq (C_1 \cup C_2) \setminus \{e\}$.
(C3') For any $C_1, C_2 \in \mathcal{C}$, $e \in C_1 \cap C_2$ and $f \in C_1 \setminus C_2$ there exists a $C_3 \in \mathcal{C}$ with $f \in C_3 \subseteq (C_1 \cup C_2) \setminus \{e\}$.

**Proof:** By definition, the family of circuits of any independence system satisfies (C1) and (C2). If $\mathcal{C}$ satisfies (C1), then $(E, \mathcal{F})$ is an independence system. If $\mathcal{C}$ also satisfies (C2), it is the set of circuits of this independence system.

(a)$\Rightarrow$(C3'): Let $\mathcal{C}$ be the family of circuits of a matroid, and let $C_1, C_2 \in \mathcal{C}$, $e \in C_1 \cap C_2$ and $f \in C_1 \setminus C_2$. By applying (R3) twice we have

\[ |C_1| - 1 + r((C_1 \cup C_2) \setminus \{e, f\}) + |C_2| - 1 \]
\[ = r(C_1) + r((C_1 \cup C_2) \setminus \{e, f\}) + r(C_2) \]
\[ \geq r(C_1) + r((C_1 \cup C_2) \setminus \{f\}) + r(C_2 \setminus \{e\}) \]
\[ \geq r(C_1 \setminus \{f\}) + r(C_1 \cup C_2) + r(C_2 \setminus \{e\}) \]
\[ = |C_1| - 1 + r(C_1 \cup C_2) + |C_2| - 1. \]

So $r((C_1 \cup C_2) \setminus \{e, f\}) = r(C_1 \cup C_2)$. Let $B$ be a basis of $(C_1 \cup C_2) \setminus \{e, f\}$. Then $B \cup \{f\}$ contains a circuit $C_3$, with $f \in C_3 \subseteq (C_1 \cup C_2) \setminus \{e\}$ as required.

(C3)$\Rightarrow$(C3'): trivial.

(C3)$\Rightarrow$(b): If $X \in \mathcal{F}$ and $X \cup \{e\}$ contains two circuits $C_1, C_2$, (C3) implies $(C_1 \cup C_2) \setminus \{e\} \notin \mathcal{F}$. However, $(C_1 \cup C_2) \setminus \{e\}$ is a subset of $X$.

(b)$\Rightarrow$(a): Follows from Theorem 13.8 and Proposition 13.7. 

Especially property (b) will be used often. For $X \in \mathcal{F}$ and $e \in E$ such that $X \cup \{e\} \notin \mathcal{F}$ we write $C(X, e)$ for the unique circuit in $X \cup \{e\}$. If $X \cup \{e\} \in \mathcal{F}$ we write $C(X, e) := \emptyset$.

### 13.3 Duality

Another basic concept in matroid theory is duality.

**Definition 13.13.** Let $(E, \mathcal{F})$ be an independence system. We define the dual of $(E, \mathcal{F})$ by $(E, \mathcal{F}^*)$, where

\[ \mathcal{F}^* = \{ F \subseteq E : \text{there is a basis } B \text{ of } (E, \mathcal{F}) \text{ such that } F \cap B = \emptyset \}. \]

It is obvious that the dual of an independence system is again an independence system.
**Proposition 13.14.** \((E, \mathcal{F}^*) = (E, \mathcal{F})\).

**Proof:** \(F \in \mathcal{F}^* \iff\) there is a basis \(B^*\) of \((E, \mathcal{F}^*)\) such that \(F \cap B^* = \emptyset \iff\) there is a basis \(B\) of \((E, \mathcal{F})\) such that \(F \cap (E \setminus B) = \emptyset \iff F \in \mathcal{F}\). \(\square\)

**Theorem 13.15.** Let \((E, \mathcal{F})\) be an independence system, \((E, \mathcal{F}^*)\) its dual, and let \(r\) and \(r^*\) be the corresponding rank functions.

(a) \((E, \mathcal{F})\) is a matroid if and only if \((E, \mathcal{F}^*)\) is a matroid. (Whitney [1935])

(b) If \((E, \mathcal{F})\) is a matroid, then \(r^*(F) = |F| + r(E \setminus F) - r(E)\) for \(F \subseteq E\).

**Proof:** Due to Proposition 13.14 we have to show only one direction of (a). So let \((E, \mathcal{F})\) be a matroid. We define \(q : 2^E \to \mathbb{Z}_+\) by \(q(F) := |F| + r(E \setminus F) - r(E)\). We claim that \(q\) satisfies (R1), (R2) and (R3). By this claim and Theorem 13.10, \(q\) is the rank function of a matroid. Since obviously \(q(F) = |F|\) if and only if \(F \in \mathcal{F}^*\), we conclude that \(q = r^*\), and (a) and (b) are proved.

Now we prove the above claim: \(q\) satisfies (R1) because \(r\) satisfies (R2). To check that \(q\) satisfies (R2), let \(X \subseteq Y \subseteq E\). Since \((E, \mathcal{F})\) is a matroid, (R3) holds for \(r\), so

\[
r(E \setminus X) + 0 = r((E \setminus Y) \cup (Y \setminus X)) + r(\emptyset) \leq r(E \setminus Y) + r(Y \setminus X).
\]

We conclude that

\[
r(E \setminus X) - r(E \setminus Y) \leq r(Y \setminus X) \leq |Y \setminus X| = |Y| - |X|
\]

(note that \(r\) satisfies (R1)), so \(q(X) \leq q(Y)\).

It remains to show that \(q\) satisfies (R3). Let \(X, Y \subseteq E\). Using the fact that \(r\) satisfies (R3) we have

\[
q(X \cup Y) + q(X \cap Y) = |X \cup Y| + |X \cap Y| + r(E \setminus (X \cup Y)) + r(E \setminus (X \cap Y)) - 2r(E)
\]

\[
= |X| + |Y| + r((E \setminus X) \cap (E \setminus Y)) + r((E \setminus X) \cup (E \setminus Y)) - 2r(E)
\]

\[
\leq |X| + |Y| + r(E \setminus X) + r(E \setminus Y) - 2r(E)
\]

\[
= q(X) + q(Y).
\]

\(\square\)

For any graph \(G\) we have introduced the cycle matroid \(\mathcal{M}(G)\) which of course has a dual. For an embedded planar graph \(G\) there is also a planar dual \(G^*\) (which in general depends on the embedding of \(G\)). It is interesting that the two concepts of duality coincide:

**Theorem 13.16.** Let \(G\) be a connected planar graph with an arbitrary planar embedding, and \(G^*\) the planar dual. Then

\[
\mathcal{M}(G^*) = (\mathcal{M}(G))^*.
\]
13.3 Duality

**Proof:** For \( T \subseteq E(G) \) we write \( \overline{T}^* := \{ e^* : e \in E(G) \setminus T \} \), where \( e^* \) is the dual of edge \( e \). We have to prove the following:

**Claim:** \( T \) is the edge set of a spanning tree in \( G \) iff \( \overline{T}^* \) is the edge set of a spanning tree in \( G^* \).

Since \( (G^*)^* = G \) (by Proposition 2.42) and \( (\overline{T}^*)^* = T \) it suffices to prove one direction of the claim.

So let \( T \subseteq E(G) \), where \( \overline{T}^* \) is the edge set of a spanning tree in \( G^* \). \( (V(G), T) \) must be connected, for otherwise a connected component would define a cut, the dual of which contains a circuit in \( \overline{T}^* \) (Theorem 2.43). On the other hand, if \( (V(G), T) \) contains a circuit, then the dual edge set is a cut and \((V(G^*), \overline{T}^*)\) is disconnected. Hence \((V(G), T)\) is indeed a spanning tree in \( G \). \( \Box \)

This implies that if \( G \) is planar then \((\mathcal{M}(G))^*\) is a graphic matroid. If, for any graph \( G \), \((\mathcal{M}(G))^*\) is a graphic matroid, say \((\mathcal{M}(G))^* = \mathcal{M}(G')\), then \( G' \) is evidently an abstract dual of \( G \). By Exercise 34 of Chapter 2, the converse is also true: \( G \) is planar if and only if \( G \) has an abstract dual (Whitney [1933]). This implies that \((\mathcal{M}(G))^*\) is graphic if and only if \( G \) is planar.

Note that Theorem 13.16 quite directly implies Euler’s formula (Theorem 2.32): Let \( G \) be a connected planar graph with a planar embedding, and let \( \mathcal{M}(G) \) be the cycle matroid of \( G \). By Theorem 13.15 (b), \( r(E(G)) + r^*(E(G)) = |E(G)| \).

Since \( r(E(G)) = |V(G)| - 1 \) (the number of edges in a spanning tree) and \( r^*(E(G)) = |V(G^*)| - 1 \) (by Theorem 13.16), we obtain that the number of faces of \( G \) is \( |V(G^*)| = |E(G)| - |V(G)| + 2 \), Euler’s formula.

Duality of independence systems has also some nice applications in polyhedral combinatorics. A set system \((E, \mathcal{F})\) is called a clutter if \( X \not\subseteq Y \) for all \( X, Y \in \mathcal{F} \). If \((E, \mathcal{F})\) is a clutter, then we define its blocking clutter by

\[
BL(E, \mathcal{F}) := (E, \{X \subseteq E : X \cap Y \neq \emptyset \text{ for all } Y \in \mathcal{F},
X \text{ minimal with this property})\).
\]

For an independence system \((E, \mathcal{F})\) and its dual \((E, \mathcal{F}^*)\) let \( B \) and \( B^* \) be the family of bases, and \( C \) and \( C^* \) the family of circuits, respectively. (Every clutter arises in both of these ways except for \( \mathcal{F} = \emptyset \) or \( \mathcal{F} = \emptyset \).) It follows immediately from the definitions that \((E, B^*) = BL(E, C)\) and \((E, C^*) = BL(E, B)\). Together with Proposition 13.14 this implies \( BL(BL(E, \mathcal{F})) = (E, \mathcal{F})\) for every clutter \((E, \mathcal{F})\). We give some examples for clutters \((E, \mathcal{F})\) and their blocking clutters \((E, \mathcal{F}^*)\). In each case \( E = E(G) \) for some graph \( G \):

1. \( \mathcal{F} \) is the set of spanning trees, \( \mathcal{F}' \) is the set of minimal cuts;
2. \( \mathcal{F} \) is the set of arborescences rooted at \( r \), \( \mathcal{F}' \) is the set of minimal \( r \)-cuts;
3. \( \mathcal{F} \) is the set of \( s\text{-}t\)-paths, \( \mathcal{F}' \) is the set of minimal cuts separating \( s \) and \( t \) (this example works in undirected graphs and in digraphs);
4. \( \mathcal{F} \) is the set of circuits in an undirected graph, \( \mathcal{F}' \) is the set of complements of maximal forests;
5. \( \mathcal{F} \) is the set of circuits in a digraph, \( \mathcal{F}' \) is the set of minimal feedback edge sets;
(6) $\mathcal{F}$ is the set of minimal edge sets whose contraction makes the digraph strongly
connected, $\mathcal{F}'$ is the set of minimal directed cuts;
(7) $\mathcal{F}$ is the set of minimal $T$-joins, $\mathcal{F}'$ is the set of minimal $T$-cuts.

All these blocking relations can be verified easily: (1) and (2) follow directly from
Theorems 2.4 and 2.5, (3), (4) and (5) are trivial, (6) follows from Corollary 2.7,
and (7) from Proposition 12.6.

In some cases, the blocking clutter gives a polyhedral characterization of the
Minimization Problem For Independence Systems for nonnegative cost func-
tions:

**Definition 13.17.** Let $(E, \mathcal{F})$ be a clutter, $(E, \mathcal{F}')$ its blocking clutter and $P$ the
convex hull of the incidence vectors of the elements of $\mathcal{F}$. We say that $(E, \mathcal{F})$ has
the Max-Flow-Min-Cut property if

$$\{x + y : x \in P, y \in \mathbb{R}^E_+\} = \left\{x \in \mathbb{R}^E_+ : \sum_{e \in B} x_e \geq 1 \text{ for all } B \in \mathcal{F}'\right\}.$$  

Examples are (2) and (7) of our list above (by Theorems 6.14 and 12.16),
but also (3) and (6) (see Exercise 10). The following theorem relates the above
covering-type formulation to a packing formulation of the dual problem and allows
to derive certain min-max theorems from others:

**Theorem 13.18.** (Fulkerson [1971], Lehman [1979]) Let $(E, \mathcal{F})$ be a clutter and
$(E, \mathcal{F}')$ its blocking clutter. Then the following statements are equivalent:

(a) $(E, \mathcal{F})$ has the Max-Flow-Min-Cut property;
(b) $(E, \mathcal{F}')$ has the Max-Flow-Min-Cut property;
(c) $\min\{c(A) : A \in \mathcal{F}\} = \max\{\sum_{B \in \mathcal{F}'} y_B : y \in \mathbb{R}^{\mathcal{F}'}_+, \sum_{e \in B} y_e \leq c(e) \text{ for all } e \in E\}$

for every $c : E \to \mathbb{R}_+$.

**Proof:** Since $BL(E, \mathcal{F}') = BL(BL(E, \mathcal{F})) = (E, \mathcal{F})$ it suffices to prove
(a)$\Rightarrow$(c)$\Rightarrow$(b). The other implication (b)$\Rightarrow$(a) then follows by exchanging the roles
of $\mathcal{F}$ and $\mathcal{F}'$.

(a)$\Rightarrow$(c): By Corollary 3.28 we have for every $c : E \to \mathbb{R}_+$

$$\min\{c(A) : A \in \mathcal{F}\} = \min\{cx : x \in P\} = \min\{c(x + y) : x \in P, y \in \mathbb{R}^E_+\},$$

where $P$ is the convex hull of the incidence vectors of elements of $\mathcal{F}$. From this,
the Max-Flow-Min-Cut property and the LP Duality Theorem 3.16 we get (c).

(c)$\Rightarrow$(b): Let $P'$ denote the convex hull of the incidence vectors of the elements
of $\mathcal{F}'$. We have to show that

$$\{x + y : x \in P', y \in \mathbb{R}^E_+\} = \left\{x \in \mathbb{R}^E_+ : \sum_{e \in A} x_e \geq 1 \text{ for all } A \in \mathcal{F}\right\}.$$  

Since “$\subseteq$” is trivial from the definition of blocking clutters we only show the other
inclusion. So let $c \in \mathbb{R}^E_+$ be a vector with $\sum_{e \in A} c_e \geq 1$ for all $A \in \mathcal{F}$. By (c) we have
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\[ 1 \leq \min \{ c(A) : A \in \mathcal{F} \} = \max \left\{ \|y\| : y \in \mathbb{R}^{\mathcal{F}'}_+, \sum_{B \in \mathcal{F}' : e \in B} y_B \leq c(e) \text{ for all } e \in E \right\}, \]

so let \( y \in \mathbb{R}^{\mathcal{F}'}_+ \) be a vector with \( \|y\| = 1 \) and \( \sum_{B \in \mathcal{F}' : e \in B} y_B \leq c(e) \) for all \( e \in E \). Then \( x_e := \sum_{B \in \mathcal{F}' : e \in B} y_B \) defines a vector \( x \in P' \) with \( \|x\| \leq c \), proving that \( c \in \{ x + y : x \in P', y \in \mathbb{R}_+^{E} \} \).

For example, this theorem implies the Max-Flow-Min-Cut Theorem 8.6 quite directly: Let \((G, u, s, t)\) be a network. By Exercise 1 of Chapter 7 the minimum length of an \( s \)-\( t \)-path in \((G, u)\) equals the maximum number of \( s \)-\( t \)-cuts such that each edge \( e \) is contained in at most \( u(e) \) of them. Hence the clutter of \( s \)-\( t \)-paths (example (3) in the above list) has the Max-Flow-Min-Cut Property, and so has its blocking clutter. Now (c) applied to the clutter of minimal \( s \)-\( t \)-cuts implies the Max-Flow-Min-Cut Theorem.

Note however that Theorem 13.18 does not guarantee an integral vector attaining the maximum in (c), even if \( c \) is integral. The clutter of \( T \)-joins for \( G = K_4 \) and \( T = V(G) \) shows that this does not exist in general.

13.4 The Greedy Algorithm

Again, let \((E, \mathcal{F})\) be an independence system and \( c : E \rightarrow \mathbb{R}_+ \). We consider the Maximization Problem for \((E, \mathcal{F}, c)\) and formulate two “greedy algorithms”. We do not have to consider negative weights since elements with negative weight never appear in an optimum solution.

We assume that \((E, \mathcal{F})\) is given by an oracle. For the first algorithm we simply assume an independence oracle, i.e. an oracle which, given a set \( F \subseteq E \), decides whether \( F \in \mathcal{F} \) or not.

Best-In-Greedy Algorithm

**Input:** An independence system \((E, \mathcal{F})\), given by an independence oracle. Weights \( c : E \rightarrow \mathbb{R}_+ \).

**Output:** A set \( F \in \mathcal{F} \).

1. Sort \( E = \{e_1, e_2, \ldots, e_n\} \) such that \( c(e_1) \geq c(e_2) \geq \cdots \geq c(e_n) \).
2. Set \( F := \emptyset \).
3. For \( i := 1 \) to \( n \) do: If \( F \cup \{e_i\} \in \mathcal{F} \) then set \( F := F \cup \{e_i\} \).

The second algorithm requires a more complicated oracle. Given a set \( F \subseteq E \), this oracle decides whether \( F \) contains a basis. Let us call such an oracle a basis-superset oracle.
**Worst-Out-Greedy Algorithm**

**Input:** An independence system \((E, F)\), given by a basis-superset oracle. 
Weights \(c : E \to \mathbb{R}_+\).

**Output:** A basis \(F\) of \((E, F)\).

1. Sort \(E = \{e_1, e_2, \ldots, e_n\}\) such that \(c(e_1) \leq c(e_2) \leq \cdots \leq c(e_n)\).
2. Set \(F := E\).
3. For \(i := 1\) to \(n\): If \(F \setminus \{e_i\}\) contains a basis then set \(F := F \setminus \{e_i\}\).

Before we analyse these algorithms, let us take a closer look at the oracles required. It is an interesting questions whether such oracles are polynomially equivalent, i.e. whether one can be simulated by polynomial-time oracle algorithm using the other. The independence oracle and the basis-superset oracle do not seem to be polynomially equivalent:

If we consider the independence system for the TSP (example (2) of the list in Section 13.1), it is easy (and the subject of Exercise 13) to decide whether a set of edges is independent, i.e. the subset of a Hamiltonian circuit (recall that we are working with a complete graph). On the other hand, it is a difficult problem to decide whether a set of edges contains a Hamiltonian circuit (this is \(NP\)-complete; cf. Theorem 15.25).

Conversely, in the independence system for the Shortest Path Problem (example (3)), it is easy to decide whether a set of edges contains an \(s\)-\(t\)-path. Here it is not known how to decide whether a given set is independent (i.e. subset of an \(s\)-\(t\)-path) in polynomial time (Korte and Monma [1979] proved \(NP\)-completeness).

For matroids, both oracles are polynomially equivalent. Other equivalent oracles are the rank oracle and closure oracle, which return the rank and the closure of a given subset of \(E\), respectively (Exercise 16).

However, even for matroids there are other natural oracles that are not polynomially equivalent. For example, the oracle deciding whether a given set is a basis is weaker than the independence oracle. The oracle which for a given \(F \subseteq E\) returns the minimum cardinality of a dependent subset of \(F\) is stronger than the independence oracle (Hausmann and Korte [1981]).

One can analogously formulate both greedy algorithms for the Minimization Problem. It is easy to see that the Best-In-Greedy for the Maximization Problem for \((E, F, c)\) corresponds to the Worst-Out-Greedy for the Minimization Problem for \((E, F^*, c)\): adding an element to \(F\) in the Best-In-Greedy corresponds to removing an element from \(F\) in the Worst-Out-Greedy. Observe that Kruskal’s Algorithm (see Section 6.1) is a Best-In-Greedy algorithm for the Minimization Problem in a cycle matroid.

The rest of this section contains some results concerning the quality of a solution found by the greedy algorithms.

**Theorem 13.19.** (Jenkyns [1976], Korte and Hausmann [1978]) Let \((E, F)\) be an independence system. For \(c : E \to \mathbb{R}_+\) we denote by \(G(E, F, c)\) the cost of
some solution found by the Best-In-Greedy for the Maximization Problem, and by \( \text{OPT}(E, \mathcal{F}, c) \) the cost of an optimum solution. Then

\[
q(E, \mathcal{F}) \leq \frac{G(E, \mathcal{F}, c)}{\text{OPT}(E, \mathcal{F}, c)} \leq 1
\]

for all \( c : E \to \mathbb{R}_+ \). There is a cost function where the lower bound is attained.

**Proof:** Let \( E = \{e_1, e_2, \ldots, e_n\} \), \( c : E \to \mathbb{R}_+ \), and \( c(e_1) \geq c(e_2) \geq \ldots \geq c(e_n) \). Let \( G_n \) be the solution found by the Best-In-Greedy (when sorting \( E \) like this), while \( O_n \) is an optimum solution. We define \( E_j := \{e_1, \ldots, e_j\} \), \( G_j := G_n \cap E_j \) and \( O_j := O_n \cap E_j \) (\( j = 0, \ldots, n \)). Set \( d_n := c(e_n) \) and \( d_j := c(e_j) - c(e_{j+1}) \) for \( j = 1, \ldots, n - 1 \).

Since \( O_j \in \mathcal{F} \), we have \( |O_j| \leq r(E_j) \). Since \( G_j \) is a basis of \( E_j \), we have \( |G_j| \geq \rho(E_j) \). With these two inequalities we conclude that

\[
c(G_n) = \sum_{j=1}^n (|G_j| - |G_{j-1}|) c(e_j)
= \sum_{j=1}^n |G_j| d_j
\geq \sum_{j=1}^n \rho(E_j) d_j
\geq q(E, \mathcal{F}) \sum_{j=1}^n r(E_j) d_j
\geq q(E, \mathcal{F}) \sum_{j=1}^n |O_j| d_j
= q(E, \mathcal{F}) \sum_{j=1}^n (|O_j| - |O_{j-1}|) c(e_j)
= q(E, \mathcal{F}) c(O_n).
\]

Finally we show that the lower bound is sharp. Choose \( F \subseteq E \) and bases \( B_1, B_2 \) of \( F \) such that

\[
\frac{|B_1|}{|B_2|} = q(E, \mathcal{F}).
\]

Define

\[
c(e) := \begin{cases} 
1 & \text{for } e \in F \\
0 & \text{for } e \in E \setminus F
\end{cases}
\]

and sort \( e_1, \ldots, e_n \) such that \( c(e_1) \geq c(e_2) \geq \ldots \geq c(e_n) \) and \( B_1 = \{e_1, \ldots, e_{|B_1|}\} \). Then \( G(E, \mathcal{F}, c) = |B_1| \) and \( \text{OPT}(E, \mathcal{F}, c) = |B_2| \), and the lower bound is attained. \( \square \)

In particular we have the so-called Edmonds-Rado Theorem:
**Theorem 13.20.** (Rado [1957], Edmonds [1971]) An independence system \((E, \mathcal{F})\) is a matroid if and only if the **Best-In-Greedy** finds an optimum solution for the **Maximization Problem** for \((E, \mathcal{F}, c)\) for all cost functions \(c : E \to \mathbb{R}_+\).

**Proof:** By Theorem 13.19 we have \(q(E, \mathcal{F}) < 1\) if and only if there exists a cost function \(c : E \to \mathbb{R}_+\) for which the **Best-In-Greedy** does not find an optimum solution. By Proposition 13.7 we have \(q(E, \mathcal{F}) < 1\) if and only if \((E, \mathcal{F})\) is not a matroid. \(\square\)

This is one of the rare cases where we can define a structure by its algorithmic behaviour. We also obtain a polyhedral description:

**Theorem 13.21.** (Edmonds [1970]) Let \((E, \mathcal{F})\) be a matroid and \(r : E \to \mathbb{Z}_+\) its rank function. Then the **matroid polytope** of \((E, \mathcal{F})\), i.e. the convex hull of the incidence vectors of all elements of \(\mathcal{F}\), is equal to

\[
\{ x \in \mathbb{R}^E : x \geq 0, \sum_{e \in A} x_e \leq r(A) \text{ for all } A \subseteq E \}.
\]

**Proof:** Obviously, this polytope contains all incidence vectors of independent sets. By Corollary 3.27 it remains to show that all vertices of this polytope are integral. By Theorem 5.12 this is equivalent to showing that

\[
\max \left\{ cx : x \geq 0, \sum_{e \in A} x_e \leq r(A) \text{ for all } A \subseteq E \right\} \quad (13.2)
\]

has an integral optimum solution for any \(c : E \to \mathbb{R}\). W.l.o.g. \(c(e) \geq 0\) for all \(e\), since for \(e \in E\) with \(c(e) < 0\) any optimum solution \(x\) of (13.2) has \(x_e = 0\).

Let \(x\) be an optimum solution of (13.2). In (13.1) we replace \(|O_j|\) by \(\sum_{e \in E_j} x_e\) \((j = 0, \ldots, n)\). We obtain \(c(G_n) \geq \sum_{e \in E} c(e)x_e\). So the **Best-In-Greedy** produces a solution whose incidence vector is another optimum solution of (13.2). \(\square\)

When applied to graphic matroids, this also yields Theorem 6.12. As in this special case, we also have total dual integrality in general. A generalization of this result will be proved in Section 14.2.

The above observation that the **Best-In-Greedy** for the **Maximization Problem** for \((E, \mathcal{F}, c)\) corresponds to the **Worst-Out-Greedy** for the **Minimization Problem** for \((E, \mathcal{F}^*, c)\) suggests the following dual counterpart of Theorem 13.19:

**Theorem 13.22.** (Korte and Monma [1979]) Let \((E, \mathcal{F})\) be an independence system. For \(c : E \to \mathbb{R}_+\) let \(G(E, \mathcal{F}, c)\) denote a solution found by the **Worst-Out-Greedy** for the **Minimization Problem**. Then

\[
1 \leq \frac{G(E, \mathcal{F}, c)}{\text{OPT}(E, \mathcal{F}, c)} \leq \max_{F \subseteq E} \frac{|F| - \rho^*(F)}{|F| - r^*(F)}, \quad (13.3)
\]

for all \(c : E \to \mathbb{R}_+\), where \(\rho^*\) and \(r^*\) are the rank functions of the dual independence system \((E, \mathcal{F}^*)\). There is a cost function where the upper bound is attained.
Proof: We use the same notation as in the proof of Theorem 13.19. By construction, \( G_j \cup (E \setminus E_j) \) contains a basis of \( E \), but \((G_j \cup (E \setminus E_j)) \setminus \{e\} \) does not contain a basis of \( E \) for any \( e \in G_j \) \((j = 1, \ldots, n)\). In other words, \( E_j \setminus G_j \) is a basis of \( E_j \) with respect to \((E, F^*)\), so \(|E_j| - |G_j| \geq \rho^*(E_j)\).

Since \( O_n \subseteq E \setminus (E_j \setminus O_j) \) and \( O_n \) is a basis, \( E_j \setminus O_j \) is independent in \((E, F^*)\), so \(|E_j| - |O_j| \leq r^*(E_j)\). We conclude that

\[
|G_j| \leq |E_j| - \rho^*(E_j) \quad \text{and} \quad |O_j| \geq |E_j| - r^*(E_j).
\]

Now the same calculation as (13.1) provides the upper bound. To see that this bound is tight, consider

\[
c(e) := \begin{cases} 1 & \text{for } e \in F \\ 0 & \text{for } e \in E \setminus F \end{cases},
\]

where \( F \subseteq E \) is a set where the maximum in (13.3) is attained. Let \( B_1 \) be a basis of \( F \) with respect to \((E, F^*)\), with \(|B_1| = \rho^*(F)\). If we sort \( e_1, \ldots, e_n \) such that \( c(e_1) \geq c(e_2) \geq \ldots \geq c(e_n) \) and \( B_1 = \{e_1, \ldots, e_{|B_1|}\} \), we have \( G(E, F, c) = |F| - |B_1| \) and \( \text{OPT}(E, F, c) = |F| - r^*(F) \).

\[\]
(b) For all \( y \in E \setminus X \) with \( X \cup \{ y \} \in \mathcal{F} \) and all \( x \in X \) we have \( c(x) \geq c(y) \).

**Proof:** The necessity is trivial: if one of the conditions is violated for some \( y \) and \( x \), the \( k \)-element set \( X' := (X \cup \{ y \}) \setminus \{ x \} \in \mathcal{F} \) has greater cost than \( X \).

To see the sufficiency, let \( \mathcal{F}' := \{ F \in \mathcal{F} : |F| \leq k \} \) and \( c'(e) := c(e) + M \) for all \( e \in E \), where \( M = \max\{ |c(e)| : e \in E \} \). Sort \( E = \{ e_1, \ldots, e_n \} \) such that \( c'(e_1) \geq \cdots \geq c'(e_n) \) and, for any \( i \), \( c'(e_i) = c'(e_{i+1}) \) and \( e_{i+1} \in X \) imply \( e_i \in X \) (i.e. elements of \( X \) come first among those of equal weight).

Let \( X' \) be the solution found by the **Best-In-Greedy** for the instance \((E, \mathcal{F}', c')\) (sorted like this). Since \((E, \mathcal{F}')\) is a matroid, the Edmonds-Rado Theorem 13.20 implies:

\[
c(X') + kM = c'(X') = \max\{ c'(Y) : Y \in \mathcal{F}' \} = \max\{ c(Y) : Y \in \mathcal{F}, |Y| = k \} + kM.
\]

We conclude the proof by showing that \( X = X' \). We know that \( |X| = k = |X'| \). So suppose \( X \neq X' \), and let \( e_i \in X' \setminus X \) with \( i \) minimum. Then \( X \cap \{ e_1, \ldots, e_{i-1} \} = X' \cap \{ e_1, \ldots, e_{i-1} \} \). Now if \( X \cup \{ e_i \} \notin \mathcal{F} \), then (a) implies \( C(X, e_i) \subseteq X' \), a contradiction. If \( X \cup \{ e_i \} \in \mathcal{F} \), then (b) implies \( X \subseteq X' \) which is also impossible.

We shall need this theorem in Section 13.7. The special case that \((E, \mathcal{F})\) is a graphic matroid and \( k = r(E) \) is part of Theorem 6.2.

### 13.5 Matroid Intersection

**Definition 13.24.** Given two independence systems \((E, \mathcal{F}_1)\) and \((E, \mathcal{F}_2)\), we define their **intersection** by \((E, \mathcal{F}_1 \cap \mathcal{F}_2)\).

The intersection of a finite number of independence systems is defined analogously. It is clear that the result is again an independence system.

**Proposition 13.25.** Any independence system \((E, \mathcal{F})\) is the intersection of a finite number of matroids.

**Proof:** Each circuit \( C \) of \((E, \mathcal{F})\) defines a matroid \((E, \{ F \subseteq E : C \setminus F \neq \emptyset \})\) by Theorem 13.12. The intersection of all these matroids is of course \((E, \mathcal{F})\).

Since the intersection of matroids is not a matroid in general, we cannot hope to get an optimum common independent set by a greedy algorithm. However, the following result, together with Theorem 13.19, implies a bound for the solution found by the **Best-In-Greedy**:

**Proposition 13.26.** If \((E, \mathcal{F})\) is the intersection of \( p \) matroids, then \( q(E, \mathcal{F}) \geq \frac{1}{p} \).
Proof: By Theorem 13.12(b), \( X \cup \{e\} \) contains at most \( p \) circuits for any \( X \in \mathcal{F} \) and \( e \in E \). The statement now follows from Theorem 13.8.

Of particular interest are independence systems that are the intersection of two matroids. The prime example here is the matching problem in a bipartite graph \( G = (A \cup B, E(G)) \). If \( E = E(G) \) and \( \mathcal{F} := \{ F \subseteq E : F \text{ is a matching in } G \} \), \((E, \mathcal{F})\) is the intersection of two matroids. Namely, let

\[
\mathcal{F}_1 := \{ F \subseteq E : |\delta_F(x)| \leq 1 \text{ for all } x \in A \} \quad \text{and} \quad \mathcal{F}_2 := \{ F \subseteq E : |\delta_F(x)| \leq 1 \text{ for all } x \in B \}.
\]

\((E, \mathcal{F}_1), (E, \mathcal{F}_2)\) are matroids by Proposition 13.4(d). Clearly, \( \mathcal{F} = \mathcal{F}_1 \cap \mathcal{F}_2 \).

A second example is the independence system consisting of all branchings in a digraph \( G \) (Example 8 of the list at the beginning of Section 13.1). Here one matroid contains all sets of edges such that each vertex has at most one entering edge (see Proposition 13.4(e)), while the second matroid is the cycle matroid \( \mathcal{M}(G) \) of the underlying undirected graph.

We shall now describe Edmonds’ algorithm for the following problem:

<table>
<thead>
<tr>
<th>MATROID INTERSECTION PROBLEM</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Instance:</strong> Two matroids ((E, \mathcal{F}_1), (E, \mathcal{F}_2)), given by independence oracles.</td>
</tr>
<tr>
<td><strong>Task:</strong> Find a set ( F \in \mathcal{F}_1 \cap \mathcal{F}_2 ) such that (</td>
</tr>
</tbody>
</table>

We start with the following lemma. Recall that, for \( X \in \mathcal{F} \) and \( e \in E \), \( C(X, e) \) denotes the unique circuit in \( X \cup \{e\} \) if \( X \cup \{e\} \notin \mathcal{F} \), and \( C(X, e) = \emptyset \) otherwise.

**Lemma 13.27.** (Frank [1981]) Let \((E, \mathcal{F})\) be a matroid and \( X \in \mathcal{F} \). Let \( x_1, \ldots, x_s \in X \) and \( y_1, \ldots, y_t \notin X \) with

(a) \( x_k \in C(X, y_k) \) for \( k = 1, \ldots, s \) and

(b) \( x_j \notin C(X, y_k) \) for \( 1 \leq j < k \leq s \).

Then \((X \setminus \{x_1, \ldots, x_s\}) \cup \{y_1, \ldots, y_t\} \in \mathcal{F} \).

**Proof:** Let \( X_r := (X \setminus \{x_1, \ldots, x_r\}) \cup \{y_1, \ldots, y_r\} \). We show that \( X_r \in \mathcal{F} \) for all \( r \) by induction. For \( r = 0 \) this is trivial. Let us assume that \( X_{r-1} \in \mathcal{F} \) for some \( r \in \{1, \ldots, s\} \). If \( X_{r-1} \cup \{y_r\} \in \mathcal{F} \) then we immediately have \( X_r \in \mathcal{F} \). Otherwise \( X_{r-1} \cup \{y_r\} \) contains a unique circuit \( C \) (by Theorem 13.12(b)). Since \( C(X, y_r) \subseteq X_{r-1} \cup \{y_r\} \) (by (b)), we must have \( C = C(X, y_r) \). But then by (a) \( x_r \in C(X, y_r) = C \), so \( X_r = (X_{r-1} \cup \{y_r\}) \setminus \{x_r\} \in \mathcal{F} \).

The idea behind Edmonds’ Matroid Intersection Algorithm is the following. Starting with \( X = \emptyset \), we augment \( X \) by one element in each iteration. Since in general we cannot hope for an element \( e \) such that \( X \cup \{e\} \in \mathcal{F}_1 \cap \mathcal{F}_2 \), we shall look for “alternating paths”. To make this convenient, we define an auxiliary graph. We apply the notion \( C(X, e) \) to \((E, \mathcal{F}_1)\) and write \( C_i(X, e) \) \( (i = 1, 2) \).
Given a set \( X \in \mathcal{F}_1 \cap \mathcal{F}_2 \), we define a directed auxiliary graph \( G_X \) by
\[
A_X^{(1)} := \{(x, y) : y \in E \setminus X, x \in C_1(X, y) \setminus \{y\}\}, \\
A_X^{(2)} := \{(y, x) : y \in E \setminus X, x \in C_2(X, y) \setminus \{y\}\}, \\
G_X := (E, A_X^{(1)} \cup A_X^{(2)}).
\]

We set
\[
S_X := \{y \in E \setminus X : X \cup \{y\} \in \mathcal{F}_1\}, \\
T_X := \{y \in E \setminus X : X \cup \{y\} \in \mathcal{F}_2\}
\]
(see Figure 13.2) and look for a shortest path from \( S_X \) to \( T_X \). Such a path will enable us to augment the set \( X \). (If \( S_X \cap T_X \neq \emptyset \), we have a path of length zero and we can augment \( X \) by any element in \( S_X \cap T_X \).)

**Lemma 13.28.** Let \( X \in \mathcal{F}_1 \cap \mathcal{F}_2 \). Let \( y_0, x_1, y_1, \ldots, x_s, y_s \) be the vertices of a shortest \( y_0-y_s \)-path in \( G_X \) (in this order), with \( y_0 \in S_X \) and \( y_s \in T_X \). Then
\[
X' := (X \cup \{y_0, \ldots, y_s\}) \setminus \{x_1, \ldots, x_s\} \in \mathcal{F}_1 \cap \mathcal{F}_2.
\]

**Proof:** First we show that \( X \cup \{y_0\}, x_1, \ldots, x_s \) and \( y_1, \ldots, y_s \) satisfy the requirements of Lemma 13.27 with respect to \( \mathcal{F}_1 \). Observe that \( X \cup \{y_0\} \in \mathcal{F}_1 \) because \( y_0 \in S_X \). (a) is satisfied because \((x_j, y_j) \in A_X^{(1)}\) for all \( j \), and (b) is satisfied because otherwise the path could be shortcut. We conclude that \( X' \in \mathcal{F}_1 \).

Secondly, we show that \( X \cup \{y_s\}, x_s, x_{s-1}, \ldots, x_1 \) and \( y_{s-1}, \ldots, y_1, y_0 \) satisfy the requirements of Lemma 13.27 with respect to \( \mathcal{F}_2 \). Observe that \( X \cup \{y_s\} \in \mathcal{F}_2 \) because \( y_s \in T_X \). (a) is satisfied because \((y_{j-1}, x_j) \in A_X^{(2)}\) for all \( j \), and (b) is
satisfied because otherwise the path could be shortcut. We conclude that \( X' \in F_2 \).

We shall now prove that if there exists no \( S_X-T_X \)-path in \( G_X \), then \( X \) is already maximum. We need the following simple fact:

**Proposition 13.29.** Let \( (E, F_1) \) and \( (E, F_2) \) be two matroids with rank functions \( r_1 \) and \( r_2 \). Then for any \( F \in F_1 \cap F_2 \) and any \( Q \subseteq E \) we have

\[
|F| \leq r_1(Q) + r_2(E \setminus Q).
\]

**Proof:** \( F \cap Q \in F_1 \) implies \( |F \cap Q| \leq r_1(Q) \). Similarly \( F \setminus Q \in F_2 \) implies \( |F \setminus Q| \leq r_2(E \setminus Q) \). Adding the two inequalities completes the proof.

**Lemma 13.30.** \( X \in F_1 \cap F_2 \) is maximum if and only if there is no \( S_X-T_X \)-path in \( G_X \).

**Proof:** If there is an \( S_X-T_X \)-path, there is also a shortest one. We apply Lemma 13.28 and obtain a set \( X' \in F_1 \cap F_2 \) of greater cardinality.

![Fig. 13.3.](image)

Otherwise let \( R \) be the set of vertices reachable from \( S_X \) in \( G_X \) (see Figure 13.3). We have \( R \cap T_X = \emptyset \). Let \( r_1 \) and \( r_2 \) be the rank function of \( F_1 \) and \( F_2 \), respectively.

We claim that \( r_2(R) = |X \cap R| \). If not, there would be a \( y \in R \setminus X \) with \( (X \cap R) \cup \{y\} \notin F_2 \). Since \( X \cup \{y\} \notin F_2 \) (because \( y \notin T_X \)), the circuit \( C_2(X, y) \) must contain an element \( x \in X \setminus R \). But then \( (y, x) \in A_X^{(2)} \) means that there is an edge leaving \( R \). This contradicts the definition of \( R \).
Next we prove that \( r_1(E \setminus R) = |X \setminus R| \). If not, there would be a \( y \in (E \setminus R) \setminus X \) with \((X \setminus R) \cup \{y\} \in \mathcal{F}_1\). Since \( X \cup \{y\} \notin \mathcal{F}_1 \) (because \( y \notin S_X \)), the circuit \( C_1(X, y) \) must contain an element \( x \in X \cap R \). But then \((x, y) \in A_X^{(1)}\) means that there is an edge leaving \( R \). This contradicts the definition of \( R \).

Altogether we have \(|X| = r_2(R) + r_1(E \setminus R)\). By Proposition 13.29, this implies optimality.

The last paragraph of this proof yields the following min-max-equality:

**Theorem 13.31.** (Edmonds [1970]) Let \((E, \mathcal{F}_1)\) and \((E, \mathcal{F}_2)\) be two matroids with rank functions \( r_1 \) and \( r_2 \). Then

\[ \max \{|X| : X \in \mathcal{F}_1 \cap \mathcal{F}_2\} = \min \{r_1(Q) + r_2(E \setminus Q) : Q \subseteq E\}. \]

We are now ready for a detailed description of the algorithm.

**Edmonds’ Matroid Intersection Algorithm**

**Input:** Two matroids \((E, \mathcal{F}_1)\) and \((E, \mathcal{F}_2)\), given by independence oracles.

**Output:** A set \( X \in \mathcal{F}_1 \cap \mathcal{F}_2 \) of maximum cardinality.

1. Set \( X := \emptyset \).
2. For each \( y \in E \setminus X \) and \( i \in \{1, 2\} \) do: Compute \( C_i(X, y) := \{x \in X \cup \{y\} : X \cup \{y\} \notin \mathcal{F}_i, \ (X \cup \{y\}) \setminus \{x\} \in \mathcal{F}_i\} \).
3. Compute \( S_X, T_X \), and \( G_X \) as defined above.
4. Apply BFS to find a shortest \( S_X - T_X \)-path \( P \) in \( G_X \).
   If none exists then stop.
5. Set \( X := X \triangle V(P) \) and go to (2).

**Theorem 13.32.** **Edmonds’ Matroid Intersection Algorithm** correctly solves the Matroid Intersection Problem in \( O(|E|^3 \theta) \) time, where \( \theta \) is the maximum complexity of the two independence oracles.

**Proof:** The correctness follows from Lemmata 13.28 and 13.30. (2) and (3) can be done in \( O(|E|^3 \theta) \), (4) in \( O(|E|) \) time. Since there are at most \(|E|\) augmentations, the overall complexity is \( O(|E|^3 \theta) \). □

Faster matroid intersection algorithms are discussed by Cunningham [1986] and Gabow and Xu [1996]. We remark that the problem of finding a maximum cardinality set in the intersection of three matroids is an \( NP \)-hard problem; see Exercise 14(c) of Chapter 15.
13.6 Matroid Partitioning

Instead of the intersection of matroids we now consider their union which is defined as follows:

**Definition 13.33.** Let \((E, F_1), \ldots, (E, F_k)\) be \(k\) matroids. A set \(X \subseteq E\) is called **partitionable** if there exists a partition \(X = X_1 \cup \cdots \cup X_k\) with \(X_i \in F_i\) for \(i = 1, \ldots, k\). Let \(F\) be the family of partitionable subsets of \(E\). Then \((E, F)\) is called the **union** or **sum** of \((E, F_1), \ldots, (E, F_k)\).

We shall prove that the union of matroids is a matroid again. Moreover, we solve the following problem via matroid intersection:

<table>
<thead>
<tr>
<th><strong>MATROID PARTITIONING PROBLEM</strong></th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Instance:</strong> A number (k \in \mathbb{N}), (k) matroids ((E, F_1), \ldots, (E, F_k)), given by independence oracles.</td>
</tr>
<tr>
<td><strong>Task:</strong> Find a partitionable set (X \subseteq E) of maximum cardinality.</td>
</tr>
</tbody>
</table>

The main theorem with respect to matroid partitioning is:

**Theorem 13.34.** (Nash-Williams [1967]) Let \((E, F_1), \ldots, (E, F_k)\) be matroids with rank functions \(r_1, \ldots, r_k\), and let \((E, F)\) be their union. Then \((E, F)\) is a matroid, and its rank function \(r\) is given by \(r(X) = \min_{A \subseteq X} \left( |X \setminus A| + \sum_{i=1}^{k} r_i(A) \right)\).

**Proof:** \((E, F)\) is obviously an independence system. Let \(X \subseteq E\). We first prove \(r(X) = \min_{A \subseteq X} \left( |X \setminus A| + \sum_{i=1}^{k} r_i(A) \right)\).

For any \(Y \subseteq X\) such that \(Y\) is partitionable, i.e. \(Y = Y_1 \cup \cdots \cup Y_k\) with \(Y_i \in F_i\) \((i = 1, \ldots, k)\), and any \(A \subseteq X\) we have

\[
|Y| = |Y \setminus A| + |Y \cap A| \leq |X \setminus A| + \sum_{i=1}^{k} |Y_i \cap A| \leq |X \setminus A| + \sum_{i=1}^{k} r_i(A),
\]

so \(r(X) \leq \min_{A \subseteq X} \left( |X \setminus A| + \sum_{i=1}^{k} r_i(A) \right)\).

On the other hand, let \(X' := X \times \{1, \ldots, k\}\). We define two matroids on \(X'\). For \(Q \subseteq X'\) and \(i \in \{1, \ldots, k\}\) we write \(Q_i := \{e \in X : (e, i) \in Q\}\). Let

\[
\mathcal{I}_1 := \{Q \subseteq X' : Q_i \in F_i \text{ for all } i = 1, \ldots, k\}
\]

and

\[
\mathcal{I}_2 := \{Q \subseteq X' : Q_i \cap Q_j = \emptyset \text{ for all } i \neq j\}.
\]

Evidently, both \((X', \mathcal{I}_1)\) and \((X', \mathcal{I}_2)\) are matroids, and their rank functions are given by \(s_1(Q) := \sum_{i=1}^{k} r_i(Q_i)\) and \(s_2(Q) := \left| \bigcup_{i=1}^{k} Q_i \right|\) for \(Q \subseteq X'\).
Now the family of partitionable subsets of $X$ can be written as

$$\{A \subseteq X : \text{there is a function } f : A \to \{1, \ldots, k\} \text{ with } \{(e, f(e)) : e \in A\} \in \mathcal{I}_1 \cap \mathcal{I}_2\}.$$  

So the maximum cardinality of a partitionable set is the maximum cardinality of a common independent set in $\mathcal{I}_1$ and $\mathcal{I}_2$. By Theorem 13.31 this maximum cardinality equals $\min \{s_1(Q) + s_2(X' \setminus Q) : Q \subseteq X'\}$. If $Q \subseteq X'$ attains this minimum, then for $A := Q_1 \cap \cdots \cap Q_k$ we have

$$r(X) = s_1(Q) + s_2(X' \setminus Q) = \sum_{i=1}^k r_i(Q_i) + \left|X \setminus \bigcap_{i=1}^k Q_i\right| \geq \sum_{i=1}^k r_i(A) + |X \setminus A|.$$  

So we have found a set $A \subseteq X$ with $\sum_{i=1}^k r_i(A) + |X \setminus A| \leq r(X)$.

Having proved the formula for the rank function $r$, we finally show that $r$ is submodular. By Theorem 13.10, this implies that $(E, \mathcal{F})$ is a matroid. To show the submodularity, let $X, Y \subseteq E$, and let $A \subseteq X, B \subseteq Y$ with $r(X) = |X \setminus A| + \sum_{i=1}^k r_i(A)$ and $r(Y) = |Y \setminus B| + \sum_{i=1}^k r_i(B)$. Then

$$r(X) + r(Y) = |X \setminus A| + |Y \setminus B| + \sum_{i=1}^k (r_i(A) + r_i(B))$$

$$\geq |(X \cup Y) \setminus (A \cup B)| + |(X \cap Y) \setminus (A \cap B)| + \sum_{i=1}^k (r_i(A \cup B) + r_i(A \cap B))$$

$$\geq r(X \cup Y) + r(X \cap Y).$$

The construction in the above proof (Edmonds [1970]) reduces the MATROID PARTITIONING PROBLEM to the MATROID INTERSECTION PROBLEM. A reduction in the other direction is also possible (Exercise 20), so both problems can be regarded as equivalent.

Note that we find a maximum independent set in the union of an arbitrary number of matroids, while the intersection of more than two matroids is intractable.

### 13.7 Weighted Matroid Intersection

We now consider a generalization of the above algorithm to the weighted case.

**Weighted Matroid Intersection Problem**

*Instance:* Two matroids $(E, \mathcal{F}_1)$ and $(E, \mathcal{F}_2)$, given by independence oracles. Weights $c : E \to \mathbb{R}$.

*Task:* Find a set $X \in \mathcal{F}_1 \cap \mathcal{F}_2$ whose weight $c(X)$ is maximum.
We shall describe a primal-dual algorithm due to Frank [1981] for this problem. It generalizes Edmonds’ Matroid Intersection Algorithm. Again we start with $X := X_0 = \emptyset$ and increase the cardinality in each iteration by one. We obtain sets $X_0, \ldots, X_m \in \mathcal{F}_1 \cap \mathcal{F}_2$ with $|X_k| = k$ ($k = 0, \ldots, m$) and $m = \max\{|X| : X \in \mathcal{F}_1 \cap \mathcal{F}_2\}$. Each $X_k$ will be optimum, i.e.

$$c(X_k) = \max\{c(X) : X \in \mathcal{F}_1 \cap \mathcal{F}_2, |X| = k\}. \tag{13.4}$$

Hence at the end we just choose the optimum set among $X_0, \ldots, X_m$.

The main idea is to split up the weight function. At any stage we have two functions $c_1, c_2 : E \to \mathbb{R}$ with $c_1(e) + c_2(e) = c(e)$ for all $e \in E$. For each $k$ we shall guarantee

$$c_i(X_k) = \max\{c_i(X) : X \in \mathcal{F}_i, |X| = k\} \quad (i = 1, 2). \tag{13.5}$$

This condition obviously implies (13.4). To obtain (13.5) we use the optimality criterion of Theorem 13.23. Instead of $G_X, S_X$ and $T_X$ only a subgraph $\tilde{G}$ and subsets $\tilde{S}, \tilde{T}$ are considered.

### WEIGHTED MATROID INTERSECTION ALGORITHM

**Input:** Two matroids $(E, \mathcal{F}_1)$ and $(E, \mathcal{F}_2)$, given by independence oracles. Weights $c : E \to \mathbb{R}$.

**Output:** A set $X \in \mathcal{F}_1 \cap \mathcal{F}_2$ of maximum weight.

1. Set $k := 0$ and $X_0 := \emptyset$. Set $c_1(e) := c(e)$ and $c_2(e) := 0$ for all $e \in E$.
2. **For** each $y \in E \setminus X_k$ and $i \in \{1, 2\}$ **do**: Compute

   $$C_i(X_k, y) := \{x \in X_k \cup \{y\} : X_k \cup \{y\} \notin \mathcal{F}_i, (X_k \cup \{y\}) \setminus \{x\} \in \mathcal{F}_i\}.$$

3. Compute

   $$A^{(1)} := \{ (x, y) : y \in E \setminus X_k, x \in C_1(X_k, y) \setminus \{y\} \},$$
   $$A^{(2)} := \{ (y, x) : y \in E \setminus X_k, x \in C_2(X_k, y) \setminus \{y\} \},$$
   $$S := \{ y \in E \setminus X_k : X_k \cup \{y\} \in \mathcal{F}_1 \},$$
   $$T := \{ y \in E \setminus X_k : X_k \cup \{y\} \in \mathcal{F}_2 \}.$$

4. Compute

   $$m_1 := \max\{c_1(y) : y \in S\},$$
   $$m_2 := \max\{c_2(y) : y \in T\},$$
   $$\tilde{S} := \{ y \in S : c_1(y) = m_1 \},$$
   $$\tilde{T} := \{ y \in T : c_2(y) = m_2 \},$$
   $$\tilde{A}^{(1)} := \{ (x, y) \in A^{(1)} : c_1(x) = c_1(y) \},$$
   $$\tilde{A}^{(2)} := \{ (y, x) \in A^{(2)} : c_2(x) = c_2(y) \},$$
   $$\tilde{G} := (E, \tilde{A}^{(1)} \cup \tilde{A}^{(2)}).$$
Apply BFS to compute the set \( R \) of vertices reachable from \( S \) in \( \tilde{G} \).

If \( R \cap \tilde{T} \neq \emptyset \) then: Find an \( \tilde{S} \tilde{T} \)-path \( P \) in \( \tilde{G} \) with a minimum number of edges, set \( X_{k+1} := X_k \Delta V(P) \) and \( k := k + 1 \) and go to 2.

Compute
\[
\varepsilon_1 := \min\{c_1(x) - c_1(y) : (x, y) \in A^{(1)} \cap \delta^+(R)\};
\]
\[
\varepsilon_2 := \min\{c_2(x) - c_2(y) : (y, x) \in A^{(2)} \cap \delta^+(R)\};
\]
\[
\varepsilon_3 := \min\{m_1 - c_1(y) : y \in S \setminus R\};
\]
\[
\varepsilon_4 := \min\{m_2 - c_2(y) : y \in T \cap R\};
\]
\[
\varepsilon := \min\{\varepsilon_1, \varepsilon_2, \varepsilon_3, \varepsilon_4\}
\]
(\( \text{where } \min \emptyset := \infty \)).

If \( \varepsilon < \infty \) then:
Set \( c_1(x) := c_1(x) - \varepsilon \) and \( c_2(x) := c_2(x) + \varepsilon \) for all \( x \in R \). Go to 4.

If \( \varepsilon = \infty \) then:
Among \( X_0, X_1, \ldots, X_k \), let \( X \) be the one with maximum weight. Stop.


\textbf{Theorem 13.35.} (Frank [1981]) \textit{The Weighted Matroid Intersection Algorithm correctly solves the Weighted Matroid Intersection Problem in }\( O(|E|^4 + |E|^3\theta) \)\textit{ time, where }\( \theta \)\textit{ is the maximum complexity of the two independence oracles.}

\textbf{Proof:} Let \( m \) be the final value of \( k \). The algorithm computes sets \( X_0, X_1, \ldots, X_m \). We first prove that \( X_k \in \mathcal{F}_1 \cap \mathcal{F}_2 \) for \( k = 0, \ldots, m \), by induction on \( k \). This is trivial for \( k = 0 \). If we are working with \( X_k \in \mathcal{F}_1 \cap \mathcal{F}_2 \) for some \( k \), \( \tilde{G} \) is a subgraph of \( (E, A^{(1)} \cup A^{(2)}) = G_{X_k} \). So if a path \( P \) is found in (3), Lemma 13.28 ensures that \( X_{k+1} \in \mathcal{F}_1 \cap \mathcal{F}_2 \).

When the algorithm stops, we have \( \varepsilon_1 = \varepsilon_2 = \varepsilon_3 = \varepsilon_4 = \infty \), so \( T \) is not reachable from \( S \) in \( G_{X_m} \). Then by Lemma 13.30 \( m = |X_m| = \max\{|X| : X \in \mathcal{F}_1 \cap \mathcal{F}_2\} \).

To prove correctness, we show that for \( k = 0, \ldots, m \), \( c(X_k) = \max\{c(X) : X \in \mathcal{F}_1 \cap \mathcal{F}_2, |X| = k\} \). Since we always have \( c = c_1 + c_2 \), it suffices to prove that at any stage of the algorithm (13.5) holds. This is clearly true when the algorithm starts (for \( k = 0 \)); we show that (13.5) is never violated. We use Theorem 13.23.

When we set \( X_{k+1} := X_k \Delta V(P) \) in (6) we have to check that (13.5) holds. Let \( P \) be an \( s-t \)-path, \( s \in S \), \( t \in \tilde{T} \). By definition of \( \tilde{G} \) we have \( c_1(X_{k+1}) = c_1(X_k) + c_1(s) \) and \( c_2(X_{k+1}) = c_2(X_k) + c_2(t) \). Since \( X_k \) satisfies (13.5), conditions (a) and (b) of Theorem 13.23 must hold with respect to \( X_k \) and each of \( \mathcal{F}_1 \) and \( \mathcal{F}_2 \).

By definition of \( \tilde{S} \) both conditions continue to hold for \( X_k \cup \{s\} \) and \( \mathcal{F}_1 \). Therefore \( c_1(X_{k+1}) = c_1(X_k \cup \{s\}) = \max\{c_1(Y) : Y \in \mathcal{F}_1, |Y| = k+1\} \). Moreover, by definition of \( \tilde{T} \), (a) and (b) of Theorem 13.23 continue to hold for \( X_k \cup \{t\} \).
and $\mathcal{F}_2$, implying $c_2(X_{k+1}) = c_2(X_k \cup \{t\}) = \max\{c_2(Y) : Y \in \mathcal{F}_2, |Y| = k + 1\}$. In other words, (13.5) indeed holds for $X_{k+1}$.

Now suppose we change $c_1$ and $c_2$ in (8). We first show that $\varepsilon > 0$. By (13.5) and Theorem 13.23 we have $c_1(x) \geq c_1(y)$ for all $y \in E \setminus X_k$ and $x \in C_1(X_k, y) \setminus \{y\}$. So for any $(x, y) \in A^{(1)}$ we have $c_1(x) \geq c_1(y)$. Moreover, by the definition of $R$ no edge $(x, y) \in \delta^+(R)$ belongs to $\tilde{A}^{(1)}$. This implies $\varepsilon_1 > 0$.

$\varepsilon_2 > 0$ is proved analogously. $m_1 \geq c_1(y)$ holds for all $y \in S$. If in addition $y \notin R$ then $y \notin \tilde{S}$, so $m_1 > c_1(y)$. Therefore $\varepsilon_3 > 0$. Similarly, $\varepsilon_4 > 0$ (using $\tilde{T} \cap R = \emptyset$). We conclude that $\varepsilon > 0$.

We can now prove that (8) preserves (13.5). Let $c'_1$ be the modified $c_1$, i.e.
\[
c'_1(x) := \begin{cases} c_1(x) - \varepsilon & \text{if } x \in R \\ c_1(x) & \text{if } x \notin R \end{cases}.
\]
We prove that $X_k$ and $c'_1$ satisfy the conditions of Theorem 13.23 with respect to $\mathcal{F}_1$.

To prove (a), let $y \in E \setminus X_k$ and $x \in C_1(X_k, y) \setminus \{y\}$. Suppose $c'_1(x) < c'_1(y)$. Since $c_1(x) \geq c_1(y)$ and $\varepsilon > 0$, we must have $x \in R$ and $y \notin R$. Since also $(x, y) \in A^{(1)}$, we have $\varepsilon \leq \varepsilon_1 \leq c_1(x) - c_1(y) = (c'_1(x) + \varepsilon) - c'_1(y)$, a contradiction.

To prove (b), let $x \in X_k$ and $y \in E \setminus X_k$ with $X_k \cup \{y\} \in \mathcal{F}_1$. Now suppose $c'_1(y) > c'_1(x)$. Since $c_1(y) \leq m_1 \leq c_1(x)$, we must have $x \in R$ and $y \notin R$. Since $y \in S$ we have $\varepsilon \leq \varepsilon_3 \leq m_1 - c_1(y) \leq c_1(x) - c_1(y) = (c'_1(x) + \varepsilon) - c'_1(y)$, a contradiction.

Let $c'_2$ be the modified $c_2$, i.e.
\[
c'_2(x) := \begin{cases} c_2(x) + \varepsilon & \text{if } x \in R \\ c_2(x) & \text{if } x \notin R \end{cases}.
\]
We show that $X_k$ and $c'_2$ satisfy the conditions of Theorem 13.23 with respect to $\mathcal{F}_2$.

To prove (a), let $y \in E \setminus X_k$ and $x \in C_2(X_k, y) \setminus \{y\}$. Suppose $c'_2(x) < c'_2(y)$. Since $c_2(x) \geq c_2(y)$, we must have $y \in R$ and $x \notin R$. Since also $(y, x) \in A^{(2)}$, we have $\varepsilon \leq \varepsilon_2 \leq c_2(x) - c_2(y) = c'_2(x) - (c'_2(y) - \varepsilon)$, a contradiction.

To prove (b), let $x \in X_k$ and $y \in E \setminus X_k$ with $X_k \cup \{y\} \in \mathcal{F}_2$. Now suppose $c'_2(y) > c'_2(x)$. Since $c_2(y) \leq m_2 \leq c_2(x)$, we must have $y \in R$ and $x \notin R$. Since $y \in T$ we have $\varepsilon \leq \varepsilon_4 \leq m_2 - c_2(y) \leq c_2(x) - c_2(y) = c'_2(x) - (c'_2(y) - \varepsilon)$, a contradiction.

So we have proved that (13.5) is not violated during (8), and thus the algorithm works correctly.

We now consider the running time. Observe that after (8), the new sets $\tilde{S}$, $\tilde{T}$, and $R$, as computed subsequently in (4) and (5), are supersets of the old $\bar{S}$, $\bar{T}$, and $R$, respectively. If $\varepsilon = \varepsilon_4 < \infty$, an augmentation (increase of $k$) follows. Otherwise the cardinality of $R$ increases immediately (in (5)) by at least one. So (4) – (8) are repeated less than $|E|$ times between two augmentations.

Since the running time of (4) – (8) is $O(|E|^2)$, the total running time between two augmentations is $O(|E|^3)$ plus $O(|E|^2)$ oracle calls (in (2)). Since there are $m \leq |E|$ augmentations, the stated overall running time follows. \(\square\)

The running time can easily be improved to $O(|E|^3\theta)$ (Exercise 22).
Exercises

1. Prove that all the independence systems apart from (5) and (6) in the list at the beginning of Section 13.1 are – in general – not matroids.

2. Show that the uniform matroid with four elements and rank 2 is not a graphic matroid.

3. Prove that every graphic matroid is representable over every field.

4. Let $G$ be an undirected graph, $K \in \mathbb{N}$, and let $F$ contain those subsets of $E(G)$ that are the union of $K$ forests. Prove that $(E(G), F)$ is a matroid.

5. Compute a tight lower bound for the rank quotients of the independence systems listed at the beginning of Section 13.1.

6. Let $S$ be a family of sets. A set $T$ is a transversal of $S$ if there is a bijection $\Phi : T \to S$ with $t \in \Phi(t)$ for all $t \in T$. (For a necessary and sufficient condition for the existence of a transversal, see Exercise 6 of Chapter 10.) Assume that $S$ has a transversal. Prove that the family of transversals of $S$ is the family of bases of a matroid.

7. Let $E$ be a finite set and $B \subseteq 2^E$. Show that $B$ is the set of bases of some matroid $(E, F)$ if and only if the following holds:
   - (B1) $B \neq \emptyset$;
   - (B2) For any $B_1, B_2 \in B$ and $y \in B_2 \setminus B_1$ there exists an $x \in B_1 \setminus B_2$ with $(B_1 \setminus \{x\}) \cup \{y\} \in B$.

8. Let $G$ be a graph. Let $\mathcal{F}$ be the family of sets $X \subseteq V(G)$, for which a maximum matching exists that covers no vertex in $X$. Prove that $(V(G), \mathcal{F})$ is a matroid. What is the dual matroid?

9. Show that $\mathcal{M}(G^*) = (\mathcal{M}(G))^*$ also holds for disconnected graphs $G$, extending Theorem 13.16. 

   Hint: Use Exercise 31(a) of Chapter 2.

10. Show that the clutters in (3) and (6) in the list of Section 13.3 have the Max-Flow-Min-Cut property. (Use Theorem 19.10.) Show that the clutters in (1), (4) and (5) do not have the Max-Flow-Min-Cut property.

* 11. A clutter $(E, F)$ is called binary if for all $X_1, \ldots, X_k \in F$ with $k$ odd there exists a $Y \in F$ with $Y \subseteq X_1 \Delta \cdots \Delta X_k$. Prove that the clutter of minimal $T$-joins and the clutter of minimal $T$-cuts (example (7) of the list in Section 13.3) are binary. Prove that a clutter is binary if and only if $|A \cap B|$ is odd for all $A \in F$ and all $B \in F^*$, where $(E, F^*)$ is the blocking clutter. Conclude that a clutter is binary if and only if its blocking clutter is binary.

   Note: Seymour [1977] classified the binary clutters with the Max-Flow-Min-Cut property.

* 12. Let $P$ be a polyhedron of blocking type, i.e. we have $x + y \in P$ for all $x \in P$ and $y \geq 0$. The blocking polyhedron of $P$ is defined to be $B(P) := \{z : z^\top x \geq 1 \text{ for all } x \in P\}$. Prove that $B(P)$ is again a polyhedron of blocking type and that $B(B(P)) = P$.

   Note: Compare this with Theorem 4.22.

13. How can one check (in polynomial time) whether a given set of edges of a complete graph $G$ is a subset of some Hamiltonian circuit in $G$?
14. Prove that if \((E, \mathcal{F})\) is a matroid, then the Best-In-Greedy maximizes any bottleneck function \(c(F) = \min\{c_e : e \in F\}\) over the bases.

15. Let \((E, \mathcal{F})\) be a matroid and \(c : E \to \mathbb{R}\) such that \(c(e) \neq c(e')\) for all \(e \neq e'\) and \(c(e) \neq 0\) for all \(e\). Prove that both the Maximization and the Minimization Problem for \((E, \mathcal{F}, c)\) have a unique optimum solution.

* 16. Prove that for matroids the independence, basis-superset, closure and rank oracles are polynomially equivalent.

\textit{Hint:} To show that the rank oracle reduces to the independence oracle, use the Best-In-Greedy. To show that the independence oracle reduces to the basis-superset oracle, use the Worst-Out-Greedy.

(Hausmann and Korte [1981])

17. Given an undirected graph \(G\), we wish to colour the edges with a minimum number of colours such that for any circuit \(C\) of \(G\), the edges of \(C\) do not all have the same colour. Show that there is a polynomial-time algorithm for this problem.

18. Let \((E, \mathcal{F}_1), \ldots, (E, \mathcal{F}_k)\) be matroids with rank functions \(r_1, \ldots, r_k\). Prove that a set \(X \subseteq E\) is partitionable if and only if \(|A| \leq \sum_{i=1}^k r_i(A)\) for all \(A \subseteq X\). Show that Theorem 6.19 is a special case.

(Edmonds and Fulkerson [1965])

19. Let \((E, \mathcal{F})\) be a matroid with rank function \(r\). Prove (using Theorem 13.34):
   (a) \((E, \mathcal{F})\) has \(k\) pairwise disjoint bases if and only if \(kr(A) + |E \setminus A| \geq kr(E)\) for all \(A \subseteq E\).
   (b) \((E, \mathcal{F})\) has \(k\) independent sets whose union is \(E\) if and only if \(kr(A) \geq |A|\) for all \(A \subseteq E\).

Show that Theorem 6.19 and Theorem 6.16 are special cases.

20. Let \((E, \mathcal{F}_1)\) and \((E, \mathcal{F}_2)\) be two matroids. Let \(X\) be a maximal partitionable subset with respect to \((E, \mathcal{F}_1)\) and \((E, \mathcal{F}_2^*)\): \(X = X_1 \cup X_2\) with \(X_1 \in \mathcal{F}_1\) and \(X_2 \in \mathcal{F}_2^*\). Let \(B_2 \supseteq X_2\) be a basis of \(\mathcal{F}_2^*\). Prove that then \(X \setminus B_2\) is a maximum-cardinality set in \(\mathcal{F}_1 \setminus \mathcal{F}_2\).

(Edmonds [1970])

21. Let \((E, S)\) be a set system, and let \((E, \mathcal{F})\) be a matroid with rank function \(r\). Show that \(S\) has a transversal that is independent in \((E, \mathcal{F})\) if and only if \(r(\bigcup_{B \subseteq S} B) \geq |B|\) for all \(B \subseteq S\).

\textit{Hint:} First describe the rank function of the matroid whose independent sets are all transversals (Exercise 6), using Theorem 13.34. Then apply Theorem 13.31.

(Rado [1942])

22. Show that the running time of the Weighted Matroid Intersection Algorithm (cf. Theorem 13.35) can be improved to \(O(|E|^3 \theta)\).

23. Let \((E, \mathcal{F}_1)\) and \((E, \mathcal{F}_2)\) be two matroids, and \(c : E \to \mathbb{R}\). Let \(X_0, \ldots, X_m \in \mathcal{F}_1 \cap \mathcal{F}_2\) with \(|X_k| = k\) and \(c(X_k) = \max\{c(X) : X \in \mathcal{F}_1 \cap \mathcal{F}_2, |X| = k\}\) for all \(k\). Prove that for \(k = 1, \ldots, m - 2\)
\[c(X_{k+1}) - c(X_k) \leq c(X_k) - c(X_{k-1}).\]

(Krogdahl [unpublished])
24. Consider the following problem. Given a digraph $G$ with edge weights, a vertex $s \in V(G)$, and a number $K$, find a minimum weight subgraph $H$ of $G$ containing $K$ edge-disjoint paths from $s$ to each other vertex. Show that this reduces to the Weighted Matroid Intersection Problem.

*Hint:* See Exercise 18 of Chapter 6 and Exercise 4 of this chapter. (Edmonds [1970]; Frank and Tardos [1989]; Gabow [1995])

25. Let $A$ and $B$ be two finite sets of cardinality $n \in \mathbb{N}$, $\bar{a} \in A$, and $c : \{\{a, b\} : a \in A, b \in B\} \rightarrow \mathbb{R}$ a cost function. Let $T$ be the family of edge sets of all trees $T$ with $V(T) = A \cup B$ and $|\delta_T(a)| = 2$ for all $a \in A \setminus \{\bar{a}\}$. Show that a minimum cost element of $T$ can be computed in $O(n^7)$ time. How many edges will be incident to $\bar{a}$?
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14. Generalizations of Matroids

There are several interesting generalizations of matroids. We have already seen independence systems in Section 13.1, which arose from dropping the axiom (M3). In Section 14.1 we consider greedoids, arising by dropping (M2) instead. Moreover, certain polytopes related to matroids and to submodular functions, called polymatroids, lead to strong generalizations of important theorems; we shall discuss them in Section 14.2. In Sections 14.3 and 14.4 we consider two approaches to the problem of minimizing an arbitrary submodular function: one using the Ellipsoid Method, and one with a combinatorial algorithm. For the important special case of symmetric submodular functions we mention a simpler algorithm in Section 14.5.

14.1 Greedoids

By definition, set systems \((E, \mathcal{F})\) are matroids if and only if they satisfy

- (M1) \(\emptyset \in \mathcal{F}\);
- (M2) If \(X \subseteq Y \in \mathcal{F}\) then \(X \in \mathcal{F}\);
- (M3) If \(X, Y \in \mathcal{F}\) and \(|X| > |Y|\), then there is an \(x \in X \setminus Y\) with \(Y \cup \{x\} \in \mathcal{F}\).

If we drop (M3), we obtain independence systems, discussed in Sections 13.1 and 13.4. Now we drop (M2) instead:

**Definition 14.1.** A greedoid is a set system \((E, \mathcal{F})\) satisfying (M1) and (M3).

Instead of the subclusiveness (M2) we have accessibility: We call a set system \((E, \mathcal{F})\) **accessible** if \(\emptyset \in \mathcal{F}\) and for any \(X \in \mathcal{F} \setminus \{\emptyset\}\) there exists an \(x \in X\) with \(X \setminus \{x\} \in \mathcal{F}\). Greedoids are accessible (accessibility follows directly from (M1) and (M3)). Though more general than matroids, they comprise a rich structure and, on the other hand, generalize many different, seemingly unrelated concepts. We start with the following result:

**Theorem 14.2.** Let \((E, \mathcal{F})\) be an accessible set system. The following statements are equivalent:

- (a) For any \(X \subseteq Y \subseteq E\) and \(z \in E \setminus Y\) with \(X \cup \{z\} \in \mathcal{F}\) and \(Y \in \mathcal{F}\) we have \(Y \cup \{z\} \in \mathcal{F}\);
- (b) \(\mathcal{F}\) is closed under union.
Proof: (a) ⇒(b): Let $X, Y \in \mathcal{F}$; we show that $X \cup Y \in \mathcal{F}$. Let $Z$ be a maximal set with $Z \in \mathcal{F}$ and $X \subseteq Z \subseteq X \cup Y$. Suppose $Y \setminus Z \neq \emptyset$. By repeatedly applying accessibility to $Y$ we get a set $Y' \in \mathcal{F}$ with $Y' \subseteq Z$ and an element $y \in Y \setminus Z$ with $Y' \cup \{y\} \in \mathcal{F}$. We apply (a) to $Z$, $Y'$ and $y$ and obtain $Z \cup \{y\} \in \mathcal{F}$, contradicting the choice of $Z$.

(b) ⇒(a) is trivial. □

If the conditions in Theorem 14.2 hold, then $(E, \mathcal{F})$ is called an **antimatroid**.

**Proposition 14.3.** Every antimatroid is a greedoid.

**Proof:** Let $(E, \mathcal{F})$ be an antimatroid, i.e. accessible and closed under union. To prove (M3), let $X, Y \in \mathcal{F}$ with $|X| > |Y|$. Since $(E, \mathcal{F})$ is accessible there is an order $X = \{x_1, \ldots, x_n\}$ with $x_1, \ldots, x_i \in \mathcal{F}$ for $i = 0, \ldots, n$. Let $i \in \{1, \ldots, n\}$ be the minimum index with $x_i \notin Y$; then $Y \cup \{x_i\} = Y \cup \{x_1, \ldots, x_i\} \in \mathcal{F}$ (since $\mathcal{F}$ is closed under union). □

Another equivalent definition of antimatroids is by a closure operator:

**Proposition 14.4.** Let $(E, \mathcal{F})$ be a set system such that $\mathcal{F}$ is closed under union and $\emptyset \in \mathcal{F}$. Define

$$
\tau(A) := \bigcap \{X \subseteq E : A \subseteq X, E \setminus X \in \mathcal{F}\}
$$

Then $\tau$ is a closure operator, i.e. satisfies (S1)–(S3) of Theorem 13.11.

**Proof:** Let $X \subseteq Y \subseteq E$. $X \subseteq \tau(X) \subseteq \tau(Y)$ is trivial. To prove (S3), assume that there exists a $y \in \tau(\tau(X)) \setminus \tau(X)$. Then $y \in Y$ for all $Y \subseteq E$ with $\tau(X) \subseteq Y$ and $E \setminus Y \in \mathcal{F}$, but there exists a $Z \subseteq E \setminus \{y\}$ with $X \subseteq Z$ and $E \setminus Z \in \mathcal{F}$. This implies $\tau(X) \not\subseteq Z$, a contradiction. □

**Theorem 14.5.** Let $(E, \mathcal{F})$ be a set system such that $\mathcal{F}$ is closed under union and $\emptyset \in \mathcal{F}$. Then $(E, \mathcal{F})$ is accessible if and only if the closure operator $\tau$ of Proposition 14.4 satisfies the anti-exchange property: if $X \subseteq E$, $y, z \in E \setminus \tau(X)$, $y \neq z$ and $z \in \tau(X \cup \{y\})$, then $y \notin \tau(X \cup \{z\})$.

**Proof:** If $((E, \mathcal{F})$ is accessible, then (M3) holds by Proposition 14.3. To show the anti-exchange property, let $X \subseteq E$, $B := E \setminus \tau(X)$, and $y, z \in B$ with $z \notin A := E \setminus \tau(X \cup \{y\})$. Observe that $A \in \mathcal{F}$, $B \in \mathcal{F}$ and $A \subseteq B \setminus \{y, z\}$.

By applying (M3) to $A$ and $B$ we get an element $b \in B \setminus A \subseteq E \setminus (X \cup A)$ with $A \cup \{b\} \in \mathcal{F}$. $A \cup \{b\}$ cannot be a subset of $E \setminus (X \cup \{y\})$ (otherwise $\tau(X \cup \{y\}) \subseteq E \setminus (A \cup \{b\})$, contradicting $\tau(X \cup \{y\}) = E \setminus A$). Hence $b = y$. So we have $A \cup \{y\} \in \mathcal{F}$ and thus $\tau(X \cup \{z\}) \subseteq E \setminus (A \cup \{y\})$. We have proved $y \notin \tau(X \cup \{z\})$.

To show the converse, let $A \in \mathcal{F} \setminus \{\emptyset\}$ and let $X := E \setminus A$. We have $\tau(X) = X$. Let $a \in A$ such that $|\tau(X \cup \{a\})|$ is minimum. We claim that $\tau(X \cup \{a\}) = X \cup \{a\}$, i.e. $A \setminus \{a\} \in \mathcal{F}$.

Suppose, on the contrary, that $b \in \tau(X \cup \{a\}) \setminus (X \cup \{a\})$. By (c) we have $a \notin \tau(X \cup \{b\})$. Moreover,
\[ \tau(X \cup \{b\}) \subseteq \tau(\tau(X \cup \{a\}) \cup \{b\}) = \tau(\tau(X \cup \{a\})) = \tau(X \cup \{a\}). \]

Hence \(\tau(X \cup \{b\})\) is a proper subset of \(\tau(X \cup \{a\})\), contradicting the choice of \(a\). \(\square\)

The anti-exchange property of Theorem 14.5 is different from (S4). While (S4) of Theorem 13.11 is a property of linear hulls in \(\mathbb{R}^n\), this is a property of convex hulls in \(\mathbb{R}^n\): if \(y \neq z, z \notin \text{conv}(X)\) and \(z \in \text{conv}(X \cup \{y\})\), then clearly \(y \notin \text{conv}(X \cup \{z\})\). So for any finite set \(E \subset \mathbb{R}^n\), \((E, \{X \subseteq E : X \cap \text{conv}(E \setminus X) = \emptyset\})\) is an antimatroid.

Greedoids generalize matroids and antimatroids, but they also contain other interesting structures. One example is the blossom structure we used in Edmonds’ Cardinality Matching Algorithm (Exercise 1). Another basic example is:

**Proposition 14.6.** Let \(G\) be a graph (directed or undirected) and \(r \in V(G)\). Let \(\mathcal{F}\) be the family of all edge sets of arborescences in \(G\) rooted at \(r\), or trees in \(G\) containing \(r\) (not necessarily spanning). Then \((E(G), \mathcal{F})\) is a greedoid.

**Proof:** (M1) is trivial. We prove (M3) for the directed case; the same argument applies to the undirected case. Let \((X_1, F_1)\) and \((X_2, F_2)\) be two arborescences in \(G\) rooted at \(r\) with \(|F_1| > |F_2|\). Then \(|X_1| = |F_1| + 1 > |F_2| + 1 = |X_2|\), so let \(x \in X_1 \setminus X_2\). The \(r\)-\(x\)-path in \((X_1, F_1)\) contains an edge \((v, w)\) with \(v \in X_2\) and \(w \notin X_2\). This edge can be added to \((X_2, F_2)\), proving that \(F_2 \cup \{(v, w)\} \in \mathcal{F}\). \(\square\)

This greedoid is called the directed (undirected) branching greedoid of \(G\).

The problem of finding a maximum weight spanning tree in a connected graph \(G\) with nonnegative weights is the Maximization Problem for the cycle matroid \(\mathcal{M}(G)\). The Best-In-Greedy Algorithm is in this case nothing but Kruskal’s Algorithm. Now we have a second formulation of the same problem: we are looking for a maximum weight set \(F\) with \(F \in \mathcal{F}\), where \((E(G), \mathcal{F})\) is the undirected branching greedoid of \(G\).

We now formulate a general greedy algorithm for greedoids. In the special case of matroids, it is exactly the Best-In-Greedy Algorithm discussed in Section 13.4. If we have an undirected branching greedoid with a modular cost function \(c\), it is Prim’s Algorithm:

**Greedy Algorithm for Greedoids**

**Input:** A greedoid \((E, \mathcal{F})\) and a function \(c : 2^E \to \mathbb{R}\), given by an oracle which for any given \(X \subseteq E\) says whether \(X \in \mathcal{F}\) and returns \(c(X)\).

**Output:** A set \(F \in \mathcal{F}\).

1. Set \(F := \emptyset\).
2. Let \(e \in E \setminus F\) such that \(F \cup \{e\} \in \mathcal{F}\) and \(c(F \cup \{e\})\) is maximum; if no such \(e\) exists then stop.
3. Set \(F := F \cup \{e\}\) and go to 2.
Even for modular cost functions $c$ this algorithm does not always provide an optimal solution. At least we can characterize those greedoids where it works:

**Theorem 14.7.** Let $(E, \mathcal{F})$ be a greedoid. The Greedy Algorithm For Greedoids finds a set $F \in \mathcal{F}$ of maximum weight for each modular weight function $c : 2^E \to \mathbb{R}_+$ if and only if $(E, \mathcal{F})$ has the so-called strong exchange property: For all $A \in \mathcal{F}$, $B$ maximal in $\mathcal{F}$, $A \subseteq B$ and $x \in E \setminus B$ with $A \cup \{x\} \in \mathcal{F}$ there exists $y \in B \setminus A$ such that $A \cup \{y\} \in \mathcal{F}$ and $(B \setminus y) \cup \{x\} \in \mathcal{F}$.

**Proof:** Suppose $(E, \mathcal{F})$ is a greedoid with the strong exchange property. Let $c : E \to \mathbb{R}_+$, and let $A = \{a_1, \ldots, a_l\}$ be the solution found by the Greedy Algorithm For Greedoids, where the elements are chosen in the order $a_1, \ldots, a_l$.

Let $B = \{a_1, \ldots, a_k\} \cup B'$ be an optimum solution such that $k$ is maximum, and suppose that $k < l$. Then we apply the strong exchange property to $\{a_1, \ldots, a_k\}$, $B$ and $a_{k+1}$. We conclude that there exists a $y \in B'$ with $\{a_1, \ldots, a_k, y\} \in \mathcal{F}$ and $(B \setminus y) \cup \{a_{k+1}\} \in \mathcal{F}$. By the choice of $a_{k+1}$ in $\mathcal{F}$ of the Greedy Algorithm For Greedoids we have $c(a_{k+1}) \geq c(y)$ and thus $c((B \setminus y) \cup \{a_{k+1}\}) \geq c(B)$, contradicting the choice of $B$.

Conversely, let $(E, \mathcal{F})$ be a greedoid that does not have the strong exchange property. Let $A \in \mathcal{F}$, $B$ maximal in $\mathcal{F}$, $A \subseteq B$ and $x \in E \setminus B$ with $A \cup \{x\} \in \mathcal{F}$ such that for all $y \in B \setminus A$ with $A \cup \{y\} \in \mathcal{F}$ we have $(B \setminus y) \cup \{x\} \notin \mathcal{F}$.

Let $Y := \{y \in B \setminus A : A \cup \{y\} \in \mathcal{F}\}$. We set $c(e) := 2$ for $e \in B \setminus Y$, and $c(e) := 1$ for $e \in Y \cup \{x\}$ and $c(e) := 0$ for $e \notin E \setminus (B \cup \{x\})$. Then the Greedy Algorithm For Greedoids might choose the elements of $A$ first (they have weight 2) and then might choose $x$. It will eventually end up with a set $F \in \mathcal{F}$ that cannot be optimal, since $c(F) \leq c(B \cup \{x\}) - 2 < c(B \cup \{x\}) - 1 = c(B)$ and $B \in \mathcal{F}$. □

Indeed, optimizing modular functions over general greedoids is $NP$-hard. This follows from the following observation (together with Corollary 15.24):

**Proposition 14.8.** The problem of deciding, given an undirected graph $G$ and $k \in \mathbb{N}$, whether $G$ has a vertex cover of cardinality $k$, linearly reduces to the following problem: Given a greedoid $(E, \mathcal{F})$ (by a membership oracle) and a function $c : E \to \mathbb{R}_+$, find an $F \in \mathcal{F}$ with $c(F)$ maximum.

**Proof:** Let $G$ be any undirected graph and $k \in \mathbb{N}$. Let $D := V(G) \cup E(G)$ and

$$\mathcal{F} := \{X \subseteq D : \text{for all } e = \{v, w\} \in E(G) \cap X \text{ we have } v \in X \text{ or } w \in X\}.$$ 

$(D, \mathcal{F})$ is an antimatroid: it is accessible and closed under union. In particular, by Proposition 14.3, it is a greedoid.

Now consider $\mathcal{F}' := \{X \in \mathcal{F} : |X| \leq |E(G)| + k\}$. Since (M1) and (M3) are preserved, $(D, \mathcal{F}')$ is also a greedoid. Set $c(e) := 1$ for $e \in E(G)$ and $c(v) := 0$ for $v \in V(G)$. Then there exists a set $F \in \mathcal{F}'$ with $c(F) = |E(G)|$ if and only if $G$ contains a vertex cover of size $k$. □
On the other hand, there are interesting functions that can be maximized over arbitrary greedoids, for example bottleneck functions $c(F) := \min \{c'(e) : e \in F\}$ for some $c' : E \to \mathbb{R}_+$ (Exercise 2). See (Korte, Lovász and Schrader [1991]) for more results in this area.

### 14.2 Polymatroids

From Theorem 13.10 we know the tight connection between matroids and submodular functions. Submodular functions define the following interesting class of polyhedra:

**Definition 14.9.** A **polymatroid** is a polytope of type

$$P(f) := \left\{ x \in \mathbb{R}^E : x \geq 0, \sum_{e \in A} x_e \leq f(A) \text{ for all } A \subseteq E \right\}$$

where $E$ is a finite set and $f : 2^E \to \mathbb{R}_+$ is a submodular function.

It is not hard to see that for any polymatroid $f$ can be chosen such that $f(\emptyset) = 0$ and $f$ is monotone (Exercise 5; a function $f : 2^E \to \mathbb{R}$ is called **monotone** if $f(X) \leq f(Y)$ for $X \subseteq Y \subseteq E$). Edmonds’ original definition was different; see Exercise 6. Moreover, we mention that the term polymatroid is sometimes not used for the polytope but for the pair $(E, f)$.

If $f$ is the rank function of a matroid, $P(f)$ is the convex hull of the incidence vectors of the independent sets of this matroid (Theorem 13.21). We know that the Best-In-Greedy optimizes any linear function over a matroid polytope. A similar greedy algorithm also works for general polymatroids. We assume that $f$ is monotone:

**Polymatroid Greedy Algorithm**

**Input:** A finite set $E$ and a submodular, monotone function $f : 2^E \to \mathbb{R}_+$ (given by an oracle). A vector $c \in \mathbb{R}^E$.

**Output:** A vector $x \in P(f)$ with $cx$ maximum.

1. Sort $E = \{e_1, \ldots, e_n\}$ such that $c(e_1) \geq \cdots \geq c(e_k) > 0 \geq c(e_{k+1}) \geq \cdots \geq c(e_n)$.
2. If $k \geq 1$ then set $x(e_1) := f(\{e_1\})$.
   Set $x(e_i) := f(\{e_1, \ldots, e_i\}) - f(\{e_1, \ldots, e_{i-1}\})$ for $i = 2, \ldots, k$.
   Set $x(e_i) := 0$ for $i = k + 1, \ldots, n$.

**Proposition 14.10.** Let $E = \{e_1, \ldots, e_n\}$ and $f : 2^E \to \mathbb{R}$ be a submodular function with $f(\emptyset) \geq 0$. Let $b : E \to \mathbb{R}$ with $b(e_1) \leq f(\{e_1\})$ and $b(e_i) \leq f(\{e_1, \ldots, e_i\}) - f(\{e_1, \ldots, e_{i-1}\})$ for $i = 2, \ldots, n$. Then $\sum_{a \in A} b(a) \leq f(A)$ for all $A \subseteq E$. 
Proof: Induction on $i = \max \{j : e_j \in A\}$. The assertion is trivial for $A = \emptyset$ and $A = \{e_1\}$. If $i \geq 2$, then $\sum_{a \in A} b(a) = \sum_{a \in A \setminus \{e_i\}} b(a) + b(e_i) \leq f(A \setminus \{e_i\}) + b(e_i) \leq f(A \setminus \{e_i\}) + f(\{e_1, \ldots, e_i\}) - f(\{e_1, \ldots, e_{i-1}\}) \leq f(A)$, where the first inequality follows from the induction hypothesis and the third one from submodularity.

Theorem 14.11. The Polymatroid Greedy Algorithm correctly finds an $x \in P(f)$ with $cx$ maximum. If $f$ is integral, then $x$ is also integral.

Proof: Let $x \in \mathbb{R}^E$ be the output of the Polymatroid Greedy Algorithm for $E$, $f$, and $c$. By definition, if $f$ is integral, then $x$ is also integral. We have $x \geq 0$ since $f$ is monotone, and thus $x \in P(f)$ by Proposition 14.10.

Now let $y \in \mathbb{R}^E_+$ with $cy > cx$. Similarly as in the proof of Theorem 13.19 we set $d_j := c(e_j) - c(e_{j+1})$ ($j = 1, \ldots, k - 1$) and $d_k := c(e_k)$, and we have

$$\sum_{j=1}^k d_j \sum_{i=1}^j x(e_i) = cx < cy \leq \sum_{j=1}^k c(e_j) y(e_j) = \sum_{j=1}^k d_j \sum_{i=1}^j y(e_i).$$

Since $d_j \geq 0$ for all $j$ there is an index $j \in \{1, \ldots, k\}$ with $\sum_{i=1}^j y(e_i) > \sum_{i=1}^j x(e_i)$; however, since $\sum_{i=1}^j x(e_i) = f(\{e_1, \ldots, e_j\})$ this means that $y \notin P(f)$.

As with matroids, we can also handle the intersection of two polymatroids. The following polymatroid intersection theorem has many implications:

Theorem 14.12. (Edmonds [1970,1979]) Let $E$ be a finite set, and let $f, g : 2^E \to \mathbb{R}_+$ be submodular functions. Then the system

$$\begin{align*}
x_e &\geq 0 \\
\sum_{e \in A} x_e &\leq f(A) \quad (A \subseteq E) \\
\sum_{e \in A} x_e &\leq g(A) \quad (A \subseteq E)
\end{align*}$$

is TDI.

Proof: Consider the primal-dual pair of LPs

$$\max \left\{ cx : \sum_{e \in A} x_e \leq f(A) \text{ and } \sum_{e \in A} x_e \leq g(A) \text{ for all } A \subseteq E, \; x \geq 0 \right\}$$

and

$$\min \left\{ \sum_{A \subseteq E} (f(A) y_A + g(A) z_A) : \sum_{A \subseteq E, e \in A} (y_A + z_A) \geq c_e \text{ for all } e \in E, \; y, z \geq 0 \right\}.$$

To show total dual integrality, we use Lemma 5.22.
Let \( c : E(G) \to \mathbb{Z} \), and let \( y, z \) be an optimum dual solution for which
\[
\sum_{A \subseteq E} (y_A + z_A)|A||E \setminus A| \quad (14.1)
\]
is as small as possible. We claim that \( \mathcal{F} := \{ A \subseteq E : y_A > 0 \} \) is a chain, i.e. for any \( A, B \in \mathcal{F} \) either \( A \subseteq B \) or \( B \subseteq A \).

To see this, suppose \( A, B \in \mathcal{F} \) with \( A \cap B \neq A \) and \( A \cap B \neq B \). Let \( \varepsilon := \min\{y_A, y_B\} \). Set \( y'_A := y_A - \varepsilon, y'_B := y_B - \varepsilon, y'_{A \cap B} := y_{A \cap B} + \varepsilon, \) and \( y'(S) := y(S) \) for all other \( S \subseteq E \). Since \( y', z \) is a feasible dual solution, it is also optimum (\( f \) is submodular) and contradicts the choice of \( y \), because (14.1) is smaller for \( y', z \).

By the same argument, \( \mathcal{F}' := \{ A \subseteq E : z_A > 0 \} \) is a chain. Now let \( M \) and \( M' \) be the matrices whose columns are indexed with the elements of \( E \) and whose rows are the incidence vectors of the elements of \( \mathcal{F} \) and \( \mathcal{F}' \), respectively. By Lemma 5.22, it suffices to show that \( \begin{pmatrix} M \\ M' \end{pmatrix} \) is totally unimodular.

Here we use Ghouila-Houri’s Theorem 5.23. Let \( \mathcal{R} \) be a set of rows, say \( \mathcal{R} = \{ A_1, \ldots, A_p, B_1, \ldots, B_q \} \) with \( A_1 \supseteq \cdots \supseteq A_p \) and \( B_1 \supseteq \cdots \supseteq B_q \). Let \( \mathcal{R}_1 := \{ A_i : i \text{ is odd} \} \cup \{ B_i : i \text{ is even} \} \) and \( \mathcal{R}_2 := \mathcal{R} \setminus \mathcal{R}_1 \). Since for any \( e \in E \) we have \( \{ R \in \mathcal{R} : e \in R \} = \{ A_1, \ldots, A_{p_e} \} \cup \{ B_1, \ldots, B_{q_e} \} \) for some \( p_e \in \{ 0, \ldots, p \} \) and \( q_e \in \{ 0, \ldots, q \} \), the sum of the rows in \( \mathcal{R}_1 \) minus the sum of the rows in \( \mathcal{R}_2 \) is a vector with entries \(-1, 0, 1\) only. So the criterion of Theorem 5.23 is satisfied.

One can optimize linear functions over the intersection of two polymatroids. However, this is not as easy as with a single polymatroid. But we can use the ELLIPSOID METHOD if we can solve the SEPARATION PROBLEM for each polymatroid.

We return to this question in Section 14.3.

**Corollary 14.13.** (Edmonds [1970]) Let \( (E, \mathcal{M}_1) \) and \( (E, \mathcal{M}_2) \) be two matroids with rank functions \( r_1 \) and \( r_2 \). Then the convex hull of the incidence vectors of the elements of \( \mathcal{M}_1 \cap \mathcal{M}_2 \) is the polytope
\[
\left\{ x \in \mathbb{R}^E_+ : \sum_{e \in A} x_e \leq \min\{r_1(A), r_2(A)\} \text{ for all } A \subseteq E \right\}.
\]

**Proof:** As \( r_1 \) and \( r_2 \) are nonnegative and submodular (by Theorem 13.10), the above inequality system is TDI (by Theorem 14.12). Since \( r_1 \) and \( r_2 \) are integral, the polytope is integral (by Corollary 5.14). Since \( r_1(A) \leq |A| \) for all \( A \subseteq E \), the vertices (the convex hull of which the polytope is by Corollary 3.27) are 0-1-vectors, and thus incidence vectors of common independent sets (elements of \( \mathcal{M}_1 \cap \mathcal{M}_2 \)). On the other hand, each such incidence vector satisfies the inequalities (by definition of the rank function).

Of course, the description of the matroid polytope (Theorem 13.21) follows from this by setting \( \mathcal{M}_1 = \mathcal{M}_2 \). Theorem 14.12 has some further consequences:
Corollary 14.14. (Edmonds [1970]) Let $E$ be a finite set, and let $f, g : 2^E \to \mathbb{R}_+$ be submodular and monotone functions. Then

$$\max\{\mathbb{I}x : x \in P(f) \cap P(g)\} = \min_{A \subseteq E} (f(A) + g(E \setminus A)).$$

Moreover, if $f$ and $g$ are integral, there exists an integral $x$ attaining the maximum.

Proof: By Theorem 14.12, the dual to

$$\max\{\mathbb{I}x : x \in P(f) \cap P(g)\},$$

which is

$$\min\left\{\sum_{A \subseteq E} (f(A)y_A + g(A)z_A) : \sum_{A \subseteq E, e \in A} (y_A + z_A) \geq 1 \text{ for all } e \in E, y, z \geq 0\right\},$$

has an integral optimum solution $y, z$. Let $B := \bigcup_{A : y_A \geq 1} A$ and $C := \bigcup_{A : z_A \geq 1} A$. Let $y'_B := 1, z'_C := 1$ and let all other components of $y'$ and $z'$ be zero. We have $B \cup C = E$ and $y', z'$ is a feasible dual solution. Since $f$ and $g$ are submodular and nonnegative,

$$\sum_{A \subseteq E} (f(A)y_A + g(A)z_A) \geq f(B) + g(C).$$

Since $E \setminus B \subseteq C$ and $g$ is monotone, this is at least $f(B) + g(E \setminus B)$, proving “$\geq$”.

The other inequality “$\leq$” is trivial, because for any $A \subseteq E$ we obtain a feasible dual solution $y, z$ by setting $y_A := 1, z_{E \setminus A} := 1$ and all other components to zero.

The integrality follows directly from Theorem 14.12 and Corollary 5.14. □

Theorem 13.31 is a special case. Moreover we obtain:

Corollary 14.15. (Frank [1982]) Let $E$ be a finite set and $f, g : 2^E \to \mathbb{R}$ such that $f$ is supermodular, $g$ is submodular and $f \leq g$. Then there exists a modular function $h : 2^E \to \mathbb{R}$ with $f \leq h \leq g$. If $f$ and $g$ are integral, $h$ can be chosen integral.

Proof: Let $M := 2 \max\{|f(A)| + |g(A)| : A \subseteq E\}$. Let $f'(A) := g(E) - f(E \setminus A) + M|A|$ and $g'(A) := g(A) - f(\emptyset) + M|A|$ for all $A \subseteq E$. $f'$ and $g'$ are nonnegative, submodular and monotone. An application of Corollary 14.14 yields

$$\max\{\mathbb{I}x : x \in P(f') \cap P(g')\} = \min_{A \subseteq E} (f'(A) + g'(E \setminus A)) = \min_{A \subseteq E} (g(E) - f(E \setminus A) + M|A| + g(E \setminus A) - f(\emptyset) + M|E \setminus A|) \geq g(E) - f(\emptyset) + M|E|.\)

So let $x \in P(f') \cap P(g')$ with $\mathbb{I}x = g(E) - f(\emptyset) + M|E|$. If $f$ and $g$ are integral, $x$ can be chosen integral. Let $h'(A) := \sum_{e \in A} x_e$ and $h(A) := h'(A) +$
14.3 Minimizing Submodular Functions

The separation problem for a polymatroid $P(f)$ and a vector $x$ asks for a set $A$ with $f(A) \leq \sum_{e \in A} x(e)$. So this problem reduces to finding a set $A$ minimizing $g(A)$, where $g(A) := f(A) - \sum_{e \in A} x(e)$. Note that if $f$ is submodular, then $g$ is also submodular. Therefore it is an interesting problem to minimize submodular functions.

Another motivation might be that submodular functions can be regarded as the discrete analogue of convex functions (Corollary 14.15 and Exercise 9). We have already solved a special case in Section 8.7: finding the minimum cut in an undirected graph can be regarded as minimizing a certain symmetric submodular function $f : 2^U \rightarrow \mathbb{R}_+$. Before returning to this special case we first show how to minimize general submodular functions. We assume that we are given an upper bound on $|f(S)|$ for $S \subseteq U$.

**Proposition 14.16.** For any submodular function $f : 2^U \rightarrow \mathbb{Z}$ and any $S \subseteq U$ we have

$$f(U) - \sum_{u \in U} \max\{0, f(\{u\}) - f(\emptyset)\} \leq f(S) \leq f(\emptyset) + \sum_{u \in U} \max\{0, f(\{u\}) - f(\emptyset)\}.$$

In particular, a number $B$ with $|f(S)| \leq B$ for all $S \subseteq U$ can be computed in linear time, with $|U| + 2$ oracle calls to $f$.

**Proof:** By repeated application of submodularity we get for $\emptyset \neq S \subseteq U$ (let $x \in S$):

$$f(\emptyset) - M|A| \text{ for all } A \subseteq E. h \text{ is modular. Moreover, for all } A \subseteq E \text{ we have } h(A) \leq g'(A) + f(\emptyset) - M|A| \text{ and } h(A) = \mathbb{1}_x h'(E \setminus A) + f(\emptyset) - M|A| \geq g(E) + M|E| - M|A| - f'(E \setminus A) = f(A).$$

The analogy to convex and concave functions is obvious; see also Exercise 9.
Given a finite set \( U \), a submodular and monotone function \( f : 2^U \rightarrow \mathbb{Z}_+ \) by an oracle, with \( f(S) > 0 \) for \( S \neq \emptyset \), a number \( B \in \mathbb{N} \) with \( f(S) \leq B \) for all \( S \subseteq U \), and a vector \( x \in \mathbb{Z}^U_+ \), decide if \( x \in P(f) \) and otherwise return a set \( S \subseteq U \) with \( \sum_{v \in S} x(v) > f(S) \).

**Proof:** This is the Separation Problem for the polymatroid \( P(f) \). We will use Theorem 4.23, because we have already solved the optimization problem for \( P(f) \): the Polymatroid Greedy Algorithm maximizes any linear function over \( P(f) \) (Theorem 14.11).

We have to check the prerequisites of Theorem 4.23. Since the zero vector and the unit vectors are all in \( P(f) \), we can take \( x_0 := \epsilon \mathbb{I} \) as a point in the interior, where \( \epsilon = \frac{1}{|U|+1} \). We have size \( (x_0) = O(|U| \log |U|) \). Moreover, each vertex of \( P(f) \) is produced by the Polymatroid Greedy Algorithm (for some objective function; cf. Theorem 14.11) and thus has size \( O(|U|(2 + \log B)) \). We conclude that the Separation Problem can be solved in polynomial time. By Theorem 4.23, we get a facet-defining inequality of \( P(f) \) violated by \( x \) if \( x \notin P(f) \). This corresponds to a set \( S \subseteq U \) with \( \sum_{v \in S} x(v) > f(S) \). \( \square \)

Since we do not require that \( f \) is monotone, we cannot apply this result directly. Instead we consider a different function:

**Proposition 14.18.** Let \( f : 2^U \rightarrow \mathbb{R} \) be a submodular function and \( \beta \in \mathbb{R} \). Then \( g : 2^U \rightarrow \mathbb{R} \), defined by

\[
g(X) := f(X) - \beta + \sum_{e \in X} (f(U \setminus \{e\}) - f(U)),
\]

is submodular and monotone.

**Proof:** The submodularity of \( g \) follows directly from the submodularity of \( f \). To show that \( g \) is monotone, let \( X \subseteq U \) and \( e \in U \setminus X \). We have \( g(X \cup \{e\}) - g(X) = f(X \cup \{e\}) - f(X) + f(U \setminus \{e\}) - f(U) \geq 0 \) since \( f \) is submodular. \( \square \)

**Theorem 14.19.** The Submodular Function Minimization Problem can be solved in time polynomial in \( |U| + \log \max\{|f(S)| : S \subseteq U\} \).

**Proof:** Let \( U \) be a finite set; suppose we are given \( f \) by an oracle. First compute a number \( B \in \mathbb{N} \) with \( |f(S)| \leq B \) for all \( S \subseteq U \) (cf. Proposition 14.16). Since \( f \) is submodular, we have for each \( e \in U \) and for each \( X \subseteq U \setminus \{e\} \):
f(\{e\}) - f(\emptyset) \geq f(X \cup \{e\}) - f(X) \geq f(U) - f(U \setminus \{e\}). \quad (14.2)

If, for some \( e \in U \), \( f(\{e\}) - f(\emptyset) \leq 0 \), then by (14.2) there is an optimum set \( S \) containing \( e \). In this case we consider the instance \((U', B, f')\) defined by \( U' := U \setminus \{e\} \) and \( f'(X) := f(X \cup \{e\}) \) for \( X \subseteq U \setminus \{e\} \), find a set \( S' \subseteq U' \) with \( f'(S') \) minimum and output \( S := S' \cup \{e\} \).

Similarly, if \( f(U) - f(U \setminus \{e\}) \geq 0 \), then by (14.2) there is an optimum set \( S \) not containing \( e \). In this case we simply minimize \( f \) restricted to \( U \setminus \{e\} \). In both cases we have reduced the size of the ground set.

So we may assume that \( f(\{e\}) - f(\emptyset) > 0 \) and \( f(U \setminus \{e\}) - f(U) > 0 \) for all \( e \in U \). Let \( x(e) := f(U \setminus \{e\}) - f(U) \). For each integer \( \beta \) with \(-B \leq \beta \leq \beta(\{e\})\) we define \( g(X) := f(X) - \beta + \sum_{e \in X} x(e) \). By Proposition 14.18, \( g \) is submodular and monotone. Furthermore we have \( g(\emptyset) = f(\emptyset) - \beta \geq 0 \) and \( g(\{e\}) = f(\{e\}) - \beta + x(e) > 0 \) for all \( e \in U \), and thus \( g(X) > 0 \) for all \( \emptyset \neq X \subseteq U \). Now we apply Proposition 14.17 and check if \( x \in P(g) \). If yes, we have \( f(X) \geq \beta \) for all \( X \subseteq U \) and we are done. Otherwise we get a set \( S \) with \( f(S) < \beta \).

Now we apply binary search: By choosing \( \beta \) appropriately each time, we find after \( O(\log(2B)) \) iterations the number \( \beta^* \in \{-B, -B + 1, \ldots, f(\emptyset)\} \) for which \( f(X) \geq \beta^* \) for all \( X \subseteq U \) but \( f(S) < \beta^* + 1 \) for some \( S \subseteq U \). This set \( S \) minimizes \( f \). \qed

The first strongly polynomial-time algorithm has been designed by Grötschel, Lovász and Schrijver [1988], also based on the ellipsoid method. Combinatorial algorithms to solve the Submodular Function Minimization Problem in strongly polynomial time have been found by Schrijver [2000] and independently by Iwata, Fleischer and Fujishige [2001]. In the next section we describe Schrijver’s algorithm.

### 14.4 Schrijver’s Algorithm

For a finite set \( U \) and a submodular function \( f : 2^U \to \mathbb{R} \), assume w.l.o.g. that \( U = \{1, \ldots, n\} \) and \( f(\emptyset) = 0 \). Schrijver’s [2000] algorithm has, at any stage, a point \( x \) in the so-called base polyhedron of \( f \), defined by

\[
\left\{ x \in \mathbb{R}^U : \sum_{u \in A} x(u) \leq f(A) \text{ for all } A \subseteq U, \sum_{u \in U} x(u) = f(U) \right\}.
\]

We mention that the set of vertices of this base polyhedron is precisely the set of vectors \( b^\prec \) for all total orders \( \prec \) of \( U \), where we define

\[
b^\prec(u) := f(\{v \in U : v \leq u\}) - f(\{v \in U : v < u\})
\]

\((u \in U)\). This fact, which we will not need here, can be proved similar to Theorem 14.11 (Exercise 13).
The point $x$ is always written as an explicit convex combination $x = \lambda_1 b^{\preceq_1} + \cdots + \lambda_k b^{\preceq_k}$ of these vertices. Initially, one can choose $k = 1$ and any total order.

**Schrijver’s Algorithm**

**Input:** A finite set $U = \{1, \ldots, n\}$. A submodular function $f : 2^U \to \mathbb{Z}$ with $f(\emptyset) = 0$ (given by an oracle).

**Output:** A subset $X \subseteq U$ with $f(X)$ minimum.

1. Set $k := 1$, let $\prec_1$ be any total order on $U$, and set $x := b^{\prec_1}$.
2. Set $D := (U, A)$, where $A = \{(u, v) : u \prec_i v \text{ for some } i \in \{1, \ldots, k\}\}$.
3. Let $P := \{v \in U : x(v) > 0\}$ and $N := \{v \in U : x(v) < 0\}$, and let $X$ be the set of vertices not reachable from $P$ in $D$.
   If $N \subseteq X$, then stop. Otherwise let $d(v)$ denote the distance from $P$ to $v$ in $D$.
4. Choose the vertex $t \in N$ reachable from $P$ with $(d(t), t)$ lexicographically maximum, and then the vertex $s$ with $(s, t) \in A$, $d(s) = d(t) - 1$, and $s$ maximum.
   Let $i \in \{1, \ldots, k\}$ such that $\alpha := |\{v : s \prec_i v \preceq_i t\}|$ is maximum (the number of indices attaining this maximum will be denoted by $\beta$).
5. Let $\prec^u_i$ result from $\prec_i$ by moving $u$ just before $s$ in the total order, and let $\chi^u$ denote the incidence vector of $u$ $(u \in U)$.
   Compute a number $\epsilon$ with $0 \leq \epsilon \leq -x(t)$ and write $x' := x + \epsilon(\chi^t - \chi^s)$ as an explicit convex combination of at most $n$ vectors, chosen among $b^{\prec_i}, \ldots, b^{\prec_k}$ and $b^{\prec^u_i}$ for $s \prec_i u \preceq_i t$, with the additional property that $b^{\prec_i}$ does not occur if $x'(t) < 0$.
6. Set $x := x'$, rename the vectors in the convex combination of $x$ as $b^{\prec_i}, \ldots, b^{\prec_k}$, and go to (2).

**Theorem 14.20.** (Schrijver [2000]) Schrijver’s Algorithm works correctly.

**Proof:** The algorithm terminates if $D$ contains no path from $P$ to $N$ and outputs the set $X$ of vertices not reachable from $P$. Clearly $N \subseteq X \subseteq U \setminus P$, so $\sum_{u \in X} x(u) \leq \sum_{u \in W} x(u)$ for each $W \subseteq U$. Moreover, no edge enters $X$, so either $X = \emptyset$ or for each $j \in \{1, \ldots, k\}$ there exists a $v \in X$ with $X = \{u \in U : u \preceq_j v\}$. Hence, by definition, $\sum_{u \in X} b^{\prec_j}(u) = f(X)$ for all $j \in \{1, \ldots, k\}$. Moreover, by Proposition 14.10, $\sum_{u \in W} b^{\prec_j}(u) \leq f(W)$ for all $W \subseteq U$ and $j \in \{1, \ldots, k\}$. Therefore, for each $W \subseteq U$,

\[
\sum_{j=1}^k \sum_{u \in W} \lambda_j b^{\prec_j}(u) = f(W) \geq \sum_{u \in X} x(u) = \sum_{j=1}^k \sum_{u \in X} \lambda_j b^{\prec_j}(u) = \sum_{j=1}^k \sum_{u \in X} \lambda_j b^{\prec_j}(u).
\]

Theorem 14.20. (Schrijver [2000]) Schrijver’s Algorithm works correctly.
proving that $X$ is an optimum solution.

\[ \square \]

**Lemma 14.21.** (Schrijver [2000]) Each iteration can be performed in \( O(n^3 + \gamma n^2) \) time, where \( \gamma \) is the time for an oracle call.

**Proof:** It suffices to show that \( \Box \) can be done in \( O(n^3 + \gamma n^2) \) time. Let \( x = \lambda_1 b^{\succeq_1} + \cdots + \lambda_i b^{\succeq_i} \) and \( s \prec_i t \). We first show:

**Claim:** \( \delta(x^t - x^s) \), for some \( \delta \geq 0 \), can be written as convex combination of the vectors \( b^{\succeq_i}_w - b^{\succeq_i}_v \) for \( s \prec_i v \leq_i t \) in \( O(\gamma n^2) \) time.

To prove this, we need some preliminaries. Let \( s \prec_i v \leq_i t \). By definition, \( b^{\succeq_i}(u) = b^{\succeq_i}(u) \) for \( u \prec_i s \) or \( u \succ_i v \). As \( f \) is submodular, we have for \( s \leq_i u \prec_i v \):

\[
\begin{align*}
\quad & b^{\succeq_i}(u) = f([w \in U : w \leq_i s, v]) - f([w \in U : w \prec_i v]) \\
\leq & f([w \in U : w \leq_i u]) - f([w \in U : w \prec_i u]) = b^{\succeq_i}(u).
\end{align*}
\]

Moreover, for \( u = v \) we have:

\[
\begin{align*}
\quad & b^{\succeq_i}_w(v) = f([w \in U : w \leq_i s, v]) - f([w \in U : w \prec_i s]) \\
= & f([w \in U : w \leq_i s]) - f([w \in U : w \prec_i s]) \\
\geq & f([w \in U : w \leq_i v]) - f([w \in U : w \prec_i v]) = b^{\succeq_i}_w(v).
\end{align*}
\]

Finally, observe that \( \sum_{u \in U} b^{\succeq_i}_w(u) = f(U) = \sum_{u \in U} b^{\succeq_i}(u) \).

As the claim is trivial if \( b^{\succeq_i}_w = b^{\succeq_i} \) for some \( s \prec_i v \leq_i t \), we may assume \( b^{\succeq_i}_w(v) > b^{\succeq_i}(v) \) for all \( s \prec_i v \leq_i t \). We recursively set

\[
\kappa_v := \frac{\chi^t_u - \sum_{v \prec_i w \leq_i t} \kappa_w (b^{\succeq_i}_w(v) - b^{\succeq_i}_w(v))}{b^{\succeq_i}_w(v) - b^{\succeq_i}_w(v)} \geq 0
\]

for \( s \prec_i u \leq_i t \), and obtain \( \sum_{s \prec_i u \leq_i t} \kappa_v (b^{\succeq_i}_w(u) - b^{\succeq_i}_w(u)) = \chi^t_u - \chi^s_u \), because

\[
\sum_{s \prec_i u \leq_i t} \kappa_v (b^{\succeq_i}_w(u) - b^{\succeq_i}_w(u)) = \sum_{u \leq_i v \leq_i t} \kappa_v (b^{\succeq_i}_w(u) - b^{\succeq_i}_w(u)) = \chi^t_u - \chi^s_u
\]

for all \( s \prec_i u \leq_i t \), and the sum over all components is zero.

By letting \( \delta := \frac{1}{\sum_{s \prec_i v \leq_i t} \kappa_v} \) and multiplying each \( \kappa_u \) by \( \delta \), the claim follows.

Now consider \( \epsilon := \min(\lambda_i \delta, -x(t)) \) and \( x' := x + \epsilon(\chi^t - \chi^s) \). If \( \epsilon = \lambda_i \delta \leq -x(t) \), then we have \( x' = \sum_{i=1}^k \lambda_i b^{\succeq_i} + \lambda_i \sum_{s \prec_i v \leq_i t} \kappa_v (b^{\succeq_i}_w(v) - b^{\succeq_i}_w(v)) \), i.e. we have written \( x' \) as a convex combination of \( b^{\succeq_i}(j \in \{1, \ldots, k\} \setminus \{i\}) \) and \( b^{\succeq_i}(s \prec_i v \leq_i t) \). If \( \epsilon = -x(t) \), we may additionally use \( b^{\succeq_i} \) in the convex combination.

We finally reduce this convex combination to at most \( n \) vectors in \( O(n^3) \) time, as shown in Exercise 5 of Chapter 4. \( \square \)

**Lemma 14.22.** (Vygen [2003]) Schrijver’s Algorithm terminates after \( O(n^5) \) iterations.
Proof: If an edge \((v, w)\) is introduced after a new vector \(b^{t\to v}\) was added in \((5)\) of an iteration, then \(s \preceq_i w <_i v \preceq_i t\) in this iteration. Thus \(d(w) \leq d(s) + 1 = d(t) \leq d(v) + 1\) in this iteration, and the introduction of the new edge cannot make the distance from \(P\) to any \(v \in U\) smaller. As \((5)\) makes sure that no element is ever added to \(P\), the distance \(d(v)\) never decreases for any \(v \in U\).

Call a block a sequence of iterations where the pair \((t, s)\) remains constant. Note that each block has \(O(n^2)\) iterations, because \((\alpha, \beta)\) decreases lexicographically in each iteration within each block. It remains to prove that there are \(O(n^3)\) blocks.

A block can end only because of at least one of the following reasons (by the choice of \(t\) and \(s\), since an iteration with \(t = t^*\) does not add any edge whose head is \(t^*\), and since a vertex \(v\) can enter \(N\) only if \(v = s\) and hence \(d(v) < d(t)\):

(a) the distance \(d(v)\) increases for some \(v \in U\).
(b) \(t\) is removed from \(N\).
(c) \((s, t)\) is removed from \(A\).

We now count the number of blocks of these three types. Clearly there are \(O(n^2)\) blocks of type (a).

Now consider type (b). We claim that for each \(t^* \in U\) there are \(O(n^2)\) iterations with \(t = t^*\) and \(x'(t) = 0\). This is easy to see: between every two such iterations, \(d(v)\) must change for some \(v \in U\), and this can happen \(O(n^2)\) times as \(d\)-values can only increase. Thus there are \(O(n^3)\) phases of type (b).

We finally show that there are \(O(n^3)\) blocks of type (c). It suffices to show that \(d(t)\) will change before the next such block with the pair \((s, t)\).

For \(s, t \in U\), we call \(s\) to be \(t\)-boring if \((s, t) \notin A\) or \(d(t) \leq d(s)\). Let \(s^*, t^* \in U\), and consider the time period after a block with \(s = s^*\) and \(t = t^*\) ending because \((s^*, t^*)\) is removed from \(A\), until the subsequent change of \(d(t^*)\). We prove that each \(v \in \{s^*, \ldots, n\}\) is \(t^*\)-boring throughout this period. Applying this for \(v = s^*\) concludes the proof.

At the beginning of the period, each \(v \in \{s^* + 1, \ldots, n\}\) is \(t^*\)-boring due to the choice of \(s = s^*\) in the iteration immediately preceding the period. \(s^*\) is also \(t^*\)-boring as \((s^*, t^*)\) is removed from \(A\). As \(d(t^*)\) remains constant within the considered time period and \(d(v)\) never decreases for any \(v\), we only have to check the introduction of new edges.

Suppose that, for some \(v \in \{s^*, \ldots, n\}\), the edge \((v, t^*)\) is added to \(A\) after an iteration that chooses the pair \((s, t)\). Then, by the initial remarks of this proof, \(s \preceq_i t^* <_i v \preceq_i t\) in this iteration, and thus \(d(t^*) \leq d(s) + 1 = d(t) \leq d(v) + 1\). Now we distinguish two cases: If \(s > v\), then we have \(d(t^*) \leq d(s)\): either because \(t^* = s\), or as \(s\) was \(t^*\)-boring and \((s, t^*) \in A\). If \(s < v\), then we have \(d(t) \leq d(v)\): either because \(t = v\), or by the choice of \(s\) and since \((v, t) \in A\). In both cases we conclude that \(d(t^*) \leq d(v)\), and \(v\) remains \(t^*\)-boring.

Theorem 14.20, Lemma 14.21 and Lemma 14.22 imply:

**Theorem 14.23.** The **Submodular Function Minimization Problem** can be solved in \(O(n^8 + \gamma n^7)\), where \(\gamma\) is the time for an oracle call.
Iwata [2002] described a fully combinatorial algorithm (using only additions, subtractions, comparisons and oracle calls, but no multiplication or division). He also improved the running time (Iwata [2003]).

14.5 Symmetric Submodular Functions

A submodular function $f : 2^U \to \mathbb{R}$ is called symmetric if $f(A) = f(U \setminus A)$ for all $A \subseteq U$. In this special case the Submodular Function Minimization Problem is trivial, since $2f(\emptyset) = f(\emptyset) + f(U) \leq f(A) + f(U \setminus A) = 2f(A)$ for all $A \subseteq U$, implying that the empty set is optimal. Hence the problem is interesting only if this trivial case is excluded: one looks for a nonempty proper subset $A$ of $U$ such that $f(A)$ is minimum.

Generalizing the algorithm of Section 8.7, Queyranne [1998] has found a relatively simple combinatorial algorithm for this problem using only $O(n^3)$ oracle calls. The following lemma is a generalization of Lemma 8.38 (Exercise 14):

**Lemma 14.24.** Given a symmetric submodular function $f : 2^U \to \mathbb{R}$ with $n := |U| \geq 2$, we can find two elements $x, y \in U$ with $x \neq y$ and $f(\{x\}) = \min\{f(X) : x \in X \subseteq U \setminus \{y\}\}$ in $O(n^2 \theta)$ time, where $\theta$ is the time bound of the oracle for $f$.

**Proof:** We construct an order $U = \{u_1, \ldots, u_n\}$ by doing the following for $k = 1, \ldots, n - 1$. Suppose that $u_1, \ldots, u_{k-1}$ are already constructed; let $U_{k-1} := \{u_1, \ldots, u_{k-1}\}$. For $C \subseteq U$ we define

$$w_k(C) := f(C) - \frac{1}{2}(f(C \setminus U_{k-1}) + f(C \cup U_{k-1}) - f(U_{k-1})).$$

Note that $w_k$ is also symmetric. Let $u_k$ be an element of $U \setminus U_{k-1}$ that maximizes $w_k(\{u_k\})$.

Finally, let $u_n$ be the only element in $U \setminus \{u_1, \ldots, u_{n-1}\}$. Obviously the construction of the order $u_1, \ldots, u_n$ can be done in $O(n^2 \theta)$ time.

**Claim:** For all $k = 1, \ldots, n - 1$ and all $x, y \in U \setminus U_{k-1}$ with $x \neq y$ and $w_k(\{x\}) \leq w_k(\{y\})$ we have

$$w_k(\{x\}) = \min\{w_k(C) : x \in C \subseteq U \setminus \{y\}\}.$$

We prove the claim by induction on $k$. For $k = 1$ the assertion is trivial since $w_1(\emptyset) = \frac{1}{2}f(\emptyset)$ for all $C \subseteq U$.

Let now $k > 1$ and $x, y \in U \setminus U_{k-1}$ with $x \neq y$ and $w_k(\{x\}) \leq w_k(\{y\})$. Moreover, let $Z \subseteq U$ with $u_{k-1} \notin Z$, and let $z \in Z \setminus U_{k-1}$. By the choice of $u_{k-1}$ we have $w_{k-1}(\{z\}) \leq w_{k-1}(\{u_{k-1}\})$; thus by the induction hypothesis we get $w_{k-1}(\{z\}) \leq w_{k-1}(Z)$. Furthermore, the submodularity of $f$ implies
(\(w_k(Z) - w_{k-1}(Z)\)) - (w_k([z]) - w_{k-1}([z])) \]
\[
= \frac{1}{2} f(Z \cup U_{k-2}) - f(Z \cup U_{k-1}) - f(U_{k-2}) + f(U_{k-1}) \\
- \frac{1}{2} f([z] \cup U_{k-2}) - f([z] \cup U_{k-1}) - f(U_{k-2}) + f(U_{k-1}) \\
= \frac{1}{2} f(Z \cup U_{k-2}) + f([z] \cup U_{k-1}) - f(Z \cup U_{k-1}) - f([z] \cup U_{k-2}) \\
\geq 0.
\]

Hence \(w_k(Z) - w_k([z]) \geq w_{k-1}(Z) - w_{k-1}([z]) \geq 0\).

To conclude the proof of the claim, let \(C \subseteq U\) with \(x \in C\) and \(y \notin C\). There are two cases:

**Case 1:** \(u_{k-1} \notin C\). Then the above result for \(Z = C\) and \(z = x\) yields \(w_k(C) \geq w_k([x])\) as required.

**Case 2:** \(u_{k-1} \in C\). Then we apply the above to \(Z = U \setminus C\) and \(z = y\) and get \(w_k(C) = w_k(U \setminus C) \geq w_k([y]) \geq w_k([x])\).

This completes the proof of the claim. Applying it to \(k = n - 1\), \(x = u_n\) and \(y = u_{n-1}\) we get

\[
w_{n-1}([u_n]) = \min\{w_{n-1}(C) : u_n \in C \subseteq U \setminus \{u_{n-1}\}\}.
\]

Since \(w_{n-1}(C) = f(C) - \frac{1}{2}(f([u_n]) + f(U \setminus [u_{n-1}])) - f(U_{n-2})\) for all \(C \subseteq U\) with \(u_n \in C\) and \(u_{n-1} \notin C\), the lemma follows (set \(x := u_n\) and \(y := u_{n-1}\)). \(\Box\)

The above proof is due to Fujishige [1998]. Now we can proceed analogously to the proof of Theorem 8.39:

**Theorem 14.25.** (Queyranne [1998]) Given a symmetric submodular function \(f : 2^U \rightarrow \mathbb{R}\), a nonempty proper subset \(A\) of \(U\) such that \(f(A)\) is minimum can be found in \(O(n^3\theta)\) time where \(\theta\) is the time bound of the oracle for \(f\).

**Proof:** If \(|U| = 1\), the problem is trivial. Otherwise we apply Lemma 14.24 and find two elements \(x, y \in U\) with \(f([x]) = \min\{f(X) : x \in X \subseteq U \setminus \{y\}\}\) in \(O(n^2\theta)\) time. Next we recursively find a nonempty proper subset of \(U \setminus \{x\}\) minimizing the function \(f' : 2^{U \setminus \{x\}} \rightarrow \mathbb{R}\), defined by \(f'(X) := f(X)\) if \(y \notin X\) and \(f'(X) := f(X \cup \{x\})\) if \(y \in X\). One readily observes that \(f'\) is symmetric and submodular.

Let \(\emptyset \neq Y \subseteq U \setminus \{x\}\) be a set minimizing \(f'\); w.l.o.g. \(y \in Y\) (as \(f'\) is symmetric). We claim that either \([x]\) or \(Y \cup [x]\) minimizes \(f\) (over all nonempty proper subsets of \(U\)). To see this, consider any \(C \subseteq U\) with \(x \in C\). If \(y \notin C\), then we have \(f([x]) \leq f(C)\) by the choice of \(x\) and \(y\). If \(y \in C\), then \(f(C) = f'(C \setminus \{x\}) \geq f'(Y) = f(Y \cup \{x\})\). Hence \(f(C) \geq \min\{f([x]), f(Y \cup \{x\})\}\) for all nonempty proper subsets \(C\) of \(U\).

To achieve the asserted running time we of course cannot compute \(f'\) explicitly. Rather we store a partition of \(U\), initially consisting of the singletons. At each step of the recursion we build the union of those two sets of the partition that contain \(x\) and \(y\). In this way \(f'\) can be computed efficiently (using the oracle for \(f\)). \(\Box\)
Exercises

1. Let $G$ be an undirected graph and $M$ a maximum matching in $G$. Let $\mathcal{F}$ be the family of those subsets $X \subseteq E(G)$ for which there exists a special blossom forest $F$ with respect to $M$ with $E(F) \setminus M = X$. Prove that $(E(G) \setminus M, \mathcal{F})$ is a greedoid.

   Hint: Use Exercise 23 of Chapter 10.

2. Let $(E, \mathcal{F})$ be a greedoid and $c' : E \to \mathbb{R}_+$. We consider the bottleneck function $c(F) := \min\{c'(e) : e \in F\}$ for $F \subseteq E$. Show that the Greedy Algorithm For Greedoids, when applied to $(E, \mathcal{F})$ and $c$, finds an $F \in \mathcal{F}$ with $c(F)$ maximum.

3. This exercise shows that greedoids can also be defined as languages (cf. Definition 15.1). Let $E$ be a finite set. A language $L$ over the alphabet $E$ is called a greedoid language if
   
   (a) $L$ contains the empty string;
   (b) $x_i \neq x_j$ for all $(x_1, \ldots, x_n) \in L$ and $1 \leq i < j \leq n$;
   (c) $(x_1, \ldots, x_{n-1}) \in L$ for all $(x_1, \ldots, x_n) \in L$;
   (d) If $(x_1, \ldots, x_n), (y_1, \ldots, y_m) \in L$ with $m < n$, then there exists an $i \in \{1, \ldots, n\}$ such that $(y_1, \ldots, y_m, x_i) \in L$.

   $L$ is called an antimatroid language if it satisfies (a), (b), (c) and
   
   (d') If $(x_1, \ldots, x_n), (y_1, \ldots, y_m) \in L$ with $\{x_1, \ldots, x_n\} \subseteq \{y_1, \ldots, y_m\}$, then there exists an $i \in \{1, \ldots, n\}$ such that $(y_1, \ldots, y_m, x_i) \in L$.

   Prove: A language $L$ over the alphabet $E$ is a greedoid language (an antimatroid language) if and only if the set system $(E, \mathcal{F})$ is a greedoid (antimatroid), where $\mathcal{F} := \{(x_1, \ldots, x_n) : (x_1, \ldots, x_n) \in L\}$.

4. Let $U$ be a finite set and $f : 2^U \to \mathbb{R}$. Prove that $f$ is submodular if and only if $f(X \cup \{y, z\}) - f(X \cup \{y\}) \leq f(X \cup \{z\}) - f(X)$ for all $X \subseteq U$ and $y, z \in U$.

5. Let $P$ be a nonempty polymatroid. Show that then there is a submodular and monotone function $f$ with $f(\emptyset) = 0$ and $P = P(f)$. ($f : 2^E \to \mathbb{R}$ is called monotone if $f(A) \leq f(B)$ for all $A \subseteq B \subseteq E$).

6. Prove that a nonempty compact set $P \subseteq \mathbb{R}^n_+$ is a polymatroid if and only if

   (a) For all $0 \leq x \leq y \in P$ we have $x \in P$.
   (b) For all $x \in \mathbb{R}^n_+$ and all $y, z \leq x$ with $y, z \in P$ that are maximal with this property (i.e., $y \leq w \leq x$ and $w \in P$ implies $w = y$, and $z \leq w \leq x$ and $w \in P$ implies $w = z$) we have $y = z$.

   Note: This is the original definition of Edmonds [1970].

7. Prove that the Polymatroid Greedy Algorithm, when applied to a vector $c \in \mathbb{R}^E$ and a function $f : 2^E \to \mathbb{R}$ that is submodular but not necessarily monotone, finds

This result has been further generalized by Nagamochi and Ibaraki [1998] and by Rizzi [2000].
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\[
\max \{ cx : \sum_{e \in A} x_e \leq f(A) \text{ for all } A \subseteq E \}.
\]

8. Prove Theorem 14.12 for the special case that \( f \) and \( g \) are rank functions of matroids by constructing an integral optimum dual solution from \( c_1 \) and \( c_2 \) as generated by the **Weighted Matroid Intersection Algorithm**. (Frank [1981])

\*9. Let \( S \) be a finite set and \( f : 2^S \to \mathbb{R} \). Define \( f' : \mathbb{R}_+^S \to \mathbb{R} \) as follows. For any \( x \in \mathbb{R}_+^S \) there are unique \( k \in \mathbb{Z}_+, \lambda_1, \ldots, \lambda_k > 0 \) and \( \emptyset \subset T_1 \subset T_2 \subset \cdots \subset T_k \subseteq S \) such that \( x = \sum_{i=1}^k \lambda_i x^{T_i} \), where \( x^{T_i} \) is the incidence vector of \( T_i \). Then \( f'(x) := \sum_{i=1}^k \lambda_i f(T_i) \).

Prove that \( f \) is submodular if and only if \( f' \) is convex. (Lovász [1983])

10. Let \( E \) be a finite set and \( f : 2^E \to \mathbb{R}_+ \) a submodular function with \( f(\{e\}) \leq 2 \) for all \( e \in E \). (The pair \( (E, f) \) is sometimes called a 2-polymatroid.) The **Polymatroid Matching Problem** asks for a maximum cardinality set \( X \subseteq E \) with \( f(X) = 2|X| \). (\( f \) is of course given by an oracle.)

Let \( E_1, \ldots, E_k \) be pairwise disjoint unordered pairs and let \( (E, F) \) be a matroid (given by an independence oracle), where \( E = E_1 \cup \cdots \cup E_k \). The **Matroid Parity Problem** asks for a maximum cardinality set \( I \subseteq \{1, \ldots, k\} \) with \( \bigcup_{i \in I} E_i \in F \).

(a) Show that the **Matroid Parity Problem** polynomially reduces to the **Polymatroid Matching Problem**.

\* (b) Show that the **Polymatroid Matching Problem** polynomially reduces to the **Matroid Parity Problem**.

*Hint:* Use an algorithm for the **Submodular Function Minimization Problem**.

\* (c) Show that there is no algorithm for the **Polymatroid Matching Problem** whose running time is polynomial in |\( E \)|. (Jensen and Korte [1982], Lovász [1981])

(A problem polynomially reduces to another one if the former can be solved with a polynomial-time oracle algorithm using an oracle for the latter; see Chapter 15.)

**Note:** A polynomial-time algorithm for an important special case was given by Lovász [1980, 1981].

11. A function \( f : 2^S \to \mathbb{R} \cup \{\infty\} \) is called crossing submodular if \( f(X) + f(Y) \geq f(X \cup Y) + f(X \cap Y) \) for any two sets \( X, Y \subseteq S \) with \( X \cap Y \neq \emptyset \) and \( X \cup Y \neq S \). The **Submodular Flow Problem** is as follows: Given a digraph \( G \), functions \( l : E(G) \to \mathbb{R} \cup \{-\infty\} \), \( u : E(G) \to \mathbb{R} \cup \{\infty\} \), \( c : E(G) \to \mathbb{R} \), and a crossing submodular function \( b : 2^{V(G)} \to \mathbb{R} \cup \{\infty\} \), then a feasible submodular flow is a function \( f : E(G) \to \mathbb{R} \) with \( l(e) \leq f(e) \leq u(e) \) for all \( e \in E(G) \) and

\[
\sum_{e \in \delta^-(X)} f(e) - \sum_{e \in \delta^+(X)} f(e) \leq b(X)
\]
for all $X \subseteq V(G)$. The task is to decide whether a feasible flow exists and, if yes, to find one whose cost $\sum_{e \in E(G)} c(e)f(e)$ is minimum possible.

Show that this problem generalizes the Minimum Cost Flow Problem and the problem of optimizing a linear function over the intersection of two polymatroids.

Note: The Submodular Flow Problem, introduced by Edmonds and Giles [1977], can be solved in strongly polynomial time; see Fujishige, Röck and Zimmermann [1989]. See also Fleischer and Iwata [2000].

12. Show that the inequality system describing a feasible submodular flow (Exercise 11) is TDI. Show that this implies Theorems 14.12 and 19.10. (Edmonds and Giles [1977])

13. Prove that the set of vertices of the base polyhedron is precisely the set of vectors $b^\prec$ for all total orders $\prec$ of $U$, where

$$b^\prec(u) := f(\{v \in U : v \leq u\}) - f(\{v \in U : v \prec u\})$$

$(u \in U)$.

Hint: See the proof of Theorem 14.11.
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15. *NP*-Completeness

For many combinatorial optimization problems a polynomial-time algorithm is known; the most important ones are presented in this book. However, there are also many important problems for which no polynomial-time algorithm is known. Although we cannot prove that none exists we can show that a polynomial-time algorithm for one “hard” (more precisely: *NP*-hard) problem would imply a polynomial-time algorithm for almost all problems discussed in this book (more precisely: all *NP*-easy problems).

To formalize this concept and prove the above statement we need a machine model, i.e. a precise definition of a polynomial-time algorithm. Therefore we discuss Turing machines in Section 15.1. This theoretical model is not suitable to describe more complicated algorithms. However we shall argue that it is equivalent to our informal notion of algorithms: every algorithm in this book can, theoretically, be written as a Turing machine, with a loss in efficiency that is polynomially bounded. We indicate this in Section 15.2.

In Section 15.3 we introduce decision problems, and in particular the classes *P* and *NP*. While *NP* contains most decision problems appearing in this book, *P* contains only those for which there are polynomial-time algorithms. It is an open question whether *P* = *NP*. Although we shall discuss many problems in *NP* for which no polynomial-time algorithm is known, nobody can (so far) prove that none exists. We specify what it means that one problem reduces to another, or that one problem is at least as hard as another one. In this notion, the hardest problems in *NP* are the *NP*-complete problems; they can be solved in polynomial time if and only if *P* = *NP*.

In Section 15.4 we exhibit the first *NP*-complete problem, SATISFIABILITY. In Section 15.5 some more decision problems, more closely related to combinatorial optimization, are proved to be *NP*-complete. In Sections 15.6 and 15.7 we shall discuss related concepts, also extending to optimization problems.

15.1 Turing Machines

In this section we present a very simple model for computation: the Turing machine. It can be regarded as a sequence of simple instructions working on a string. The input and the output will be a binary string:
Definition 15.1. An alphabet is a finite set with at least two elements, not containing the special symbol $\sqcup$ (which we shall use for blanks). For an alphabet $A$ we denote by $A^n := \bigcup_{n \in \mathbb{Z}_+} A^n$ the set of all (finite) strings whose symbols are elements of $A$. We use the convention that $A^0$ contains exactly one element, the empty string. A language over $A$ is a subset of $A^*$. The elements of a language are often called words. If $x \in A^n$ we write $\text{size}(x) := n$ for the length of the string.

We shall often work with the alphabet $A = \{0, 1\}$ and the set $\{0, 1\}^*$ of all 0-1-strings (or binary strings). The components of a 0-1-string are sometimes called its bits. So there is exactly one 0-1-string of zero length, the empty string. A language over $\{0, 1\}$ is a subset of $\{0, 1\}^*$.

A Turing machine gets as input a string $x \in A^*$ for some fixed alphabet $A$. The input is completed by blank symbols (denoted by $\sqcup$) to a two-way infinite string $s \in (A \cup \{\sqcup\})^\mathbb{Z}$. This string $s$ can be regarded as a tape with a read-write head; only a single position can be read and modified at each step, and the read-write head can be moved by one position in each step.

A Turing machine consists of a set of $N + 1$ statements numbered $0, \ldots, N$. In the beginning statement 0 is executed and the current position of the string is position 1. Now each statement is of the following type: Read the bit at the current position, and depending on its value do the following: Overwrite the current bit by some element of $A \cup \{\sqcup\}$, possibly move the current position by one to the left or to the right, and go to a statement which will be executed next.

There is a special statement denoted by $-1$ which marks the end of the computation. The components of our infinite string $s$ indexed by $1, 2, 3, \ldots$ up to the first $\sqcup$ then yield the output string. Formally we define a Turing machine as follows:

Definition 15.2. (Turing [1936]) Let $A$ be an alphabet and $\bar{A} := A \cup \{\sqcup\}$. A Turing machine (with alphabet $A$) is defined by a function

$$\Phi : \{0, \ldots, N\} \times \bar{A} \rightarrow \{-1, \ldots, N\} \times \bar{A} \times \{-1, 0, 1\}$$

for some $N \in \mathbb{Z}_+$. The computation of $\Phi$ on input $x$, where $x \in A^*$, is the finite or infinite sequence of triples $(n^{(i)}, s^{(i)}, \pi^{(i)})$ with $n^{(i)} \in \{-1, \ldots, N\}$, $s^{(i)} \in A^*$ and $\pi^{(i)} \in \mathbb{Z}$ ($i = 0, 1, 2, \ldots$) defined recursively as follows ($n^{(i)}$ denotes the current statement, $s^{(i)}$ represents the string, and $\pi^{(i)}$ is the current position):

$$n^{(0)} := 0, \quad s_j^{(0)} := x_j \text{ for } 1 \leq j \leq \text{size}(x), \quad \text{and } s_j^{(0)} := \sqcup \text{ for all } j \leq 0 \text{ and } j > \text{size}(x), \quad \pi^{(0)} := 1.$$

If $(n^{(i)}, s^{(i)}, \pi^{(i)})$ is already defined, we distinguish two cases. If $n^{(i)} \neq -1$, then let $(m, \sigma, \delta) := \Phi(n^{(i)}, s_{\pi^{(i)}}^{(i)})$ and set $n^{(i+1)} := m$, $s_{\pi^{(i)+1}}^{(i+1)} := \sigma$, $s_j^{(i+1)} := s_j^{(i)}$ for $j \in \mathbb{Z} \setminus \{\pi^{(i)}\}$, and $\pi^{(i+1)} := \pi^{(i)} + \delta$.

If $n^{(i)} = -1$, then this is the end of the sequence. We then define $\text{time}(\Phi, x) := i$ and $\text{output}(\Phi, x) \in A^k$, where $k := \min\{ j \in \mathbb{N} : s_j^{(i)} = \sqcup \} - 1$, by $\text{output}(\Phi, x)_j := s_j^{(i)}$ for $j = 1, \ldots, k$.

If this sequence is infinite (i.e. $n^{(i)} \neq -1$ for all $i$), then we set $\text{time}(\Phi, x) := \infty$. In this case $\text{output}(\Phi, x)$ is undefined.
Of course we are interested mostly in Turing machines whose computation is finite or even polynomially bounded:

**Definition 15.3.** Let $A$ be an alphabet, $S, T \subseteq A^*$ two languages, and $f : S \to T$ a function. Let $\Phi$ be a Turing machine with alphabet $A$ such that time($\Phi, s) < \infty$ and output($\Phi, s) = f(s)$ for each $s \in S$. Then we say that $\Phi$ computes $f$. If there exists a polynomial $p$ such that for all $s \in S$ we have time($\Phi, s) \leq p($size$(s))$, then $\Phi$ is a polynomial-time Turing machine.

In the case $S = A^*$ and $T = \{0, 1\}$ we say that $\Phi$ decides the language $L := \{s \in S : f(s) = 1\}$. If there exists some polynomial-time Turing machine computing a function $f$ (or deciding a language $L$), then we say that $f$ is computable in polynomial time (or $L$ is decidable in polynomial time, respectively).

To make these definitions clear we give an example. The following Turing machine $\Phi : \{0, \ldots, 4\} \times \{0, 1, \ominus\} \to \{-1, \ldots, 4\} \times \{0, 1, \ominus\} \times \{-1, 0, 1\}$ computes the successor function $f(n) = n + 1$ ($n \in \mathbb{N}$), where the numbers are coded by their usual binary representation.

- $\Phi(0, 0) = (0, 0, 1)$  \hspace{1cm} $\circled{0}$ While $s_\pi \neq \ominus \ do \ s_\pi := s_\pi + 1.
- $\Phi(0, 1) = (0, 1, 1)$  
- $\Phi(0, \ominus) = (1, \ominus, -1)$  
- $\Phi(1, 1) = (1, 0, -1)$  \hspace{1cm} $\circled{1}$ While $s_\pi = 1 \ do \ s_\pi := 0$ and $\pi := \pi - 1.$
- $\Phi(1, 0) = (-1, 1, 0)$  \hspace{1cm} If $s_\pi = 0$ then $s_\pi := 1$ and stop.
- $\Phi(1, \ominus) = (2, \ominus, 1)$  
- $\Phi(2, 0) = (2, 0, 1)$  \hspace{1cm} $\circled{2}$ While $s_\pi = 0 \ do \ s_\pi := \pi + 1.$
- $\Phi(2, \ominus) = (3, 0, -1)$  
- $\Phi(3, 0) = (3, 0, -1)$  \hspace{1cm} $\circled{3}$ While $s_\pi = 0 \ do \ s_\pi := \pi - 1.$
- $\Phi(3, \ominus) = (4, \ominus, 1)$  
- $\Phi(4, 0) = (-1, 1, 0)$  \hspace{1cm} $\circled{4}$ Set $s_\pi := 1$ and stop.

Note that several values of $\Phi$ are not specified as they are never used in any computation. The comments on the right-hand side illustrate the computation. Statements $\circled{2}, \circled{3}$ and $\circled{4}$ are used only if the input consists of 1’s only, i.e. $n = 2^k - 1$ for some $k \in \mathbb{Z}_+$. We have time($\Phi, s) \leq 4$ size($s) + 5$ for all inputs $s$, so $\Phi$ is a polynomial-time Turing machine.

In the next section we shall show that the above definition is consistent with our informal definition of a polynomial-time algorithm in Section 1.2: each polynomial-time algorithm in this book can be simulated by a polynomial-time Turing machine.

### 15.2 Church’s Thesis

The Turing machine is the most customary theoretical model for algorithms. Although it seems to be very restricted, it is as powerful as any other reasonable
model: the set of computable functions (sometimes also called recursive functions) is always the same. This statement, known as Church’s thesis, is of course too imprecise to be proved. However, there are strong results supporting this claim. For example, each program in a common programming language like C can be modelled by a Turing machine. In particular, all algorithms in this book can be rewritten as Turing machines. This is usually very inconvenient (thus we shall never do it), but theoretically it is possible. Moreover, any function computable in polynomial time by a C program is also computable in polynomial time by a Turing machine.

Since it is not a trivial task to implement more complicated programs on a Turing machine we consider as an intermediate step a Turing machine with two tapes and two independent read-write heads, one for each tape:

**Definition 15.4.** Let \( A \) be an alphabet and \( \bar{A} := A \cup \{\sqcup\} \). A two-tape Turing machine is defined by a function

\[
\Phi : \{0, \ldots, N\} \times \bar{A}^2 \rightarrow \{-1, \ldots, N\} \times \bar{A}^2 \times \{-1, 0, 1\}^2
\]

for some \( N \in \mathbb{Z}_+ \). The computation of \( \Phi \) on input \( x \), where \( x \in A^* \), is the finite or infinite sequence of 5-tuples \((n^{(i)}, s^{(i)}, t^{(i)}, \pi^{(i)}, \rho^{(i)})\) with \( n^{(i)} \in \{-1, \ldots, N\}, s^{(i)}, t^{(i)} \in \bar{A}^2 \) and \( \pi^{(i)}, \rho^{(i)} \in \mathbb{Z} \) (\( i = 0, 1, 2, \ldots \)) defined recursively as follows:

- \( n^{(0)} := 0 \), \( s^{(0)} := x_j \) for \( 1 \leq j \leq \text{size}(x) \), and \( s^{(0)} := \sqcup \) for all \( j = 0 \) and \( j > \text{size}(x) \).
- \( t^{(0)} := \sqcup \) for all \( j \in \mathbb{Z} \).
- \( \pi^{(0)} := 1 \) and \( \rho^{(0)} := 1 \).

If \((n^{(i)}, s^{(i)}, t^{(i)}, \pi^{(i)}, \rho^{(i)})\) is already defined, we distinguish two cases. If \( n^{(i)} \neq -1 \), then let \((m, \sigma, \tau, \delta, \epsilon) := \Phi \left(n^{(i)}, s^{(i)}, t^{(i)}, \pi^{(i)}, \rho^{(i)}\right)\) and set \( n^{(i+1)} := m \), \( s^{(i+1)} := \sigma \), \( s^{(i+1)} := s^{(i)} \) for \( j \in \mathbb{Z} \setminus \{\pi^{(i)}\} \), \( t^{(i+1)} := \tau \), \( t^{(i+1)} := t^{(i)} \) for \( j \in \mathbb{Z} \setminus \{\rho^{(i)}\} \), \( \pi^{(i+1)} := \pi^{(i)} + \delta \), and \( \rho^{(i+1)} := \rho^{(i)} + \epsilon \).

If \( n^{(i)} = -1 \), then this is the end of the sequence. time(\( \Phi, x \)) and output(\( \Phi, x \)) are defined as with the one-tape Turing machine.

Turing machines with more than two tapes can be defined analogously, but we shall not need them. Before we show how to perform standard operations with a two-tape Turing machine, let us note that a two-tape Turing machine can be simulated by an ordinary (one-tape) Turing machine.

**Theorem 15.5.** Let \( A \) be an alphabet, and let

\[
\Phi : \{0, \ldots, N\} \times (A \cup \{\sqcup\})^2 \rightarrow \{-1, \ldots, N\} \times (A \cup \{\sqcup\})^2 \times \{-1, 0, 1\}^2
\]

be a two-tape Turing machine. Then there exists an alphabet \( B \supseteq A \) and a (one-tape) Turing machine

\[
\Phi' : \{0, \ldots, N'\} \times (B \cup \{\sqcup\}) \rightarrow \{-1, \ldots, N'\} \times (B \cup \{\sqcup\}) \times \{-1, 0, 1\}
\]

such that output(\( \Phi', x \)) = output(\( \Phi, x \)) and time(\( \Phi', x \)) = \( O(\text{time}(\Phi, x))^2 \) for \( x \in A^* \).
15.2 Church’s Thesis

Proof: We use the letters \( s \) and \( t \) for the two strings of \( \Phi \), and denote by \( \pi \) and \( \rho \) the positions of the read-write heads, as in Definition 15.4. The string of \( \Phi' \) will be denoted by \( u \) and its read-write head position by \( \psi \).

We have to encode both strings \( s \) and \( t \) and both read-write head positions \( \pi \), \( \rho \) in one string \( u \). To make this possible each symbol \( u_j \) of \( u \) is a 4-tuple \((s_j, p_j, t_j, r_j)\), where \( s_j \) and \( t_j \) are the corresponding symbols of \( s \) and \( t \), and \( p_j, r_j \in \{0, 1\} \) indicate whether the read-write heads of the first and second string currently scans position \( j \); i.e. we have \( p_j = 1 \) iff \( \pi = j \), and \( r_j = 1 \) iff \( \rho = j \).

So we define \( B := (\tilde{A} \times \{0, 1\} \times \tilde{A} \times \{0, 1\}) \); then we identify \( a \in \tilde{A} \) with \((a, 0, \sqcup, 0)\) to allow inputs from \( A^* \). The first step of \( \Phi' \) consists in initializing the marks \( p_1 \) and \( r_1 \) to 1:

\[
\Phi'(0, (\cdot, 0, \cdot, 0)) = (1, (\cdot, 1, \cdot, 1)), 0) \quad \text{1} \quad \text{Set } \pi := \psi \text{ and } \rho := \psi.
\]

Here a dot stands for an arbitrary value (which is not modified).

Now we show how to implement a general statement \( \Phi(m, \sigma, \tau) = (m', \sigma', \tau', \delta, \epsilon) \). We first have to find the positions \( \pi \) and \( \rho \). It is convenient to assume that our single read-write head \( \psi \) is already at the leftmost of the two positions \( \pi \) and \( \rho \); i.e. \( \psi = \min\{\pi, \rho\} \). We have to find the other position by scanning the string \( u \) to the right, we have to check whether \( s_{\pi} = \sigma \) and \( t_{\rho} = \tau \) and, if so, perform the operation required (write new symbols to \( s \) and \( t \), move \( \pi \) and \( \rho \), jump to the next statement).

The following block implements one statement \( \Phi(m, \sigma, \tau) = (m', \sigma', \tau', \delta, \epsilon) \) for \( m = 0 \); for each \( m \) we have \(|\tilde{A}|^2 \) such blocks, one for choice of \( \sigma \) and \( \tau \). The second block for \( m = 0 \) starts with (3), the first block for \( m' \) with (9), where \( M := 12|\tilde{A}|^2m' + 1 \). All in all we get \( N' := 12(N + 1)|\tilde{A}|^2 \).

A dot again stands for an arbitrary value which is not modified. Similarly, \( \zeta \) and \( \xi \) stand for an arbitrary element of \( \tilde{A} \setminus \{\sigma\} \) and \( \tilde{A} \setminus \{\tau\} \), respectively. We assume that \( \psi = \min\{\pi, \rho\} \) initially; note that (8), (1), and (3) guarantee that this property also holds at the end.

\[
\begin{align*}
\Phi'(1, (\zeta, 1, \cdot, \cdot)) &= (13, (\zeta, 1, \cdot, \cdot), 0) \quad \text{1} \quad \text{If } \psi = \pi \text{ and } s_{\psi} \neq \sigma \text{ then go to (3).} \\
\Phi'(1, (\cdot, \cdot, \cdot, 1)) &= (13, (\cdot, \cdot, 1, 1), 0) \quad \text{If } \psi = \rho \text{ and } t_{\psi} \neq \tau \text{ then go to (3).} \\
\Phi'(1, (\sigma, 1, \cdot, 1)) &= (2, (\sigma, 1, \cdot, 1), 0) \quad \text{2} \quad \text{If } \psi = \pi \text{ then go to (2).} \\
\Phi'(1, (\sigma, 1, 0, 1)) &= (2, (\sigma, 1, 0, 1), 0) \\
\Phi'(1, (\cdot, 0, 1, 1)) &= (6, (\cdot, 0, 1, 1), 0) \\
\Phi'(2, (\cdot, \cdot, 0, 0)) &= (2, (\cdot, \cdot, 0, 0), 1) \quad \text{If } t_{\psi} \neq \tau \text{ then set } \psi := \psi + 1 \text{ and go to (2).} \\
\Phi'(2, (\cdot, \cdot, \cdot, 1)) &= (12, (\cdot, \cdot, \cdot, 1), -1) \\
\Phi'(2, (\cdot, \cdot, 1, 1, \cdot)) &= (3, (\cdot, \cdot, 1, 1, \cdot), 0) \quad \text{If } \psi = \rho \text{ then go to (6).} \\
\Phi'(3, (\cdot, \cdot, \cdot, 0)) &= (4, (\cdot, \cdot, \cdot, 1), 1) \quad \text{While } \psi \neq \rho \text{ do } \psi := \psi + 1. \\
\Phi'(4, (\cdot, 0, 0, \cdot)) &= (4, (\cdot, 0, 0, \cdot), -1) \quad \text{Set } s_{\psi} := \sigma' \text{ and } \psi := \psi + \delta. \\
\Phi'(4, (\sigma, 1, \cdot, \cdot)) &= (5, (\sigma, 0, \cdot, \cdot), \delta) \quad \text{Set } t_{\psi} := \tau' \text{ and } \psi := \psi + \epsilon.
\end{align*}
\]
\[ \Phi'(5, (\ldots, 0, \ldots)) = (10, (\ldots, 1, \ldots), -1) \]  
\[ \Phi'(6, (\ldots, 0, \ldots)) = (6, (\ldots, 0, \ldots), 1) \]  
\[ \Phi'(6, (\zeta, 1, \ldots)) = (12, (\zeta, 1, \ldots), -1) \]

5. Set \( \pi := \psi \) and \( \psi := \psi - 1 \).  
   \textbf{Go to 10.}

6. While \( \psi \neq \pi \) do \( \psi := \psi + 1 \).

7. Set \( s_{\psi} := \sigma' \) and \( \psi := \psi + \delta \).

8. While \( \psi \neq \rho \) do \( \psi := \psi - 1 \).

9. Set \( \rho := \psi \) and \( \psi := \psi - 1 \).

10. Set \( \psi := -1 \).

11. While \( \psi \notin \{\pi, \rho\} \) do \( \psi := 1 \).

12. While \( \psi \notin \{\pi, \rho\} \) do \( \psi := -1 \).

Any computation of \( \Phi' \) passes through at most \( |\tilde{A}|^2 \) blocks like the above for each computation step of \( \Phi \). The number of computation steps within each block is at most \( 2|\pi - \rho| + 10 \). Since \( |\tilde{A}| \) is a constant and \( |\pi - \rho| \) is bounded by \( \text{time}(\Phi, x) \) we conclude that the whole computation of \( \Phi \) is simulated by \( \Phi' \) with \( O\left((\text{time}(\Phi, x))^2\right) \) steps.

Finally we have to clean up the output: replace each symbol \((\sigma, \ldots, \cdot)\) by \((\sigma, 0, \sqcup, 0)\). Obviously this at most doubles the total number of steps. \( \Box \)

With a two-tape Turing machine it is not too difficult to implement more complicated statements, and thus arbitrary algorithms:

We use the alphabet \( A = \{0, 1, \#\} \) and model an arbitrary number of variables by the string

\[ x_0##1#x_1##10##x_2##11##x_3##100##x_4##101##x_5## \ldots \]  
(15.1)

which we store on the first tape. Each group contains a binary representation of the index \( i \) followed by the value of \( x_i \), which we assume to be a binary string. The first variable \( x_0 \) and the second tape are used only as registers for intermediate results of computation steps.

Random access to variables is not possible in constant time with a Turing machine, no matter how many tapes we have. If we simulate an arbitrary algorithm by a two-tape Turing machine, we will have to scan the first tape quite often. Moreover, if the length of the string in one variable changes, the substring to the right has to be shifted. Nevertheless each standard operation (i.e. each elementary
step of an algorithm) can be simulated with $O(l^2)$ computation steps of a two-tape Turing machine, where $l$ is the current length of the string (15.1).

We try to make this clearer with a concrete example. Consider the following statement: Add to $x_5$ the value of the variable whose index is given by $x_2$.

To get the value of $x_5$ we scan the first tape for the substring ##101#. We copy the substring following this up to #, exclusively, to the second tape. This is easy since we have two separate read-write heads. Then we copy the string from the second tape to $x_0$. If the new value of $x_0$ is shorter or longer than the old one, we have to shift the rest of the string (15.1) to the left or to the right appropriately.

Next we have to search for the variable index that is given by $x_2$. To do this, we first copy $x_2$ to the second tape. Then we scan the first tape, checking each variable index (comparing it with the string on the second tape bitwise). When we have found the correct variable index, we copy the value of this variable to the second tape.

Now we add the number stored in $x_0$ to that on the second tape. A Turing machine for this task, using the standard method, is not hard to design. We can overwrite the number on the second tape by the result while computing it. Finally we have the result on the second string and copy it back to $x_5$. If necessary we shift the substring to the right of $x_5$ appropriately.

All the above can be done by a two-tape Turing machine in $O(l^2)$ computation steps (in fact all but shifting the string (15.1) can be done in $O(l)$ steps). It should be clear that the same holds for all other standard operations, including multiplication and division.

By Definition 1.4 an algorithm is said to run in polynomial time if there is a $k \in \mathbb{N}$ such that the number of elementary steps is bounded by $O(n^k)$ and any number in intermediate computation can be stored with $O(n^k)$ bits, where $n$ is the input size. Moreover, we store at most $O(n^k)$ numbers at any time. Hence we can bound the length of each of the two strings in a two-tape Turing machine simulating such an algorithm by $l = O(n^k \cdot n^k) = O(n^{2k})$, and hence its running time by $O(n^k(n^{2k})^2) = O(n^{5k})$. This is still polynomial in the input size.

Recalling Theorem 15.5 we may conclude that for any string function $f$ there is a polynomial-time algorithm computing $f$ if and only if there is a polynomial-time Turing machine computing $f$.

Hopcroft and Ullman [1979], Lewis and Papadimitriou [1981], and van Emde Boas [1990] provide more details about the equivalence of different machine models. Another common model (which is close to our informal model of Section 1.2) is the RAM machine (cf. Exercise 3) which allows arithmetic operations on integers in constant time. Other models allow only operations on bits (or integers of fixed length) which is more realistic when dealing with large numbers. Obviously, addition and comparison of natural numbers with $n$ bits can be done with $O(n)$ bit operations. For multiplication (and division) the obvious method takes $O(n^2)$, but the fastest known algorithm for multiplying two $n$-bit integers needs only $O(n \log n \log \log n)$ bit operations steps (Schönhage and Strassen [1971]). This of course implies algorithms for the addition and comparison of rational numbers.
within the same time complexity. As far as polynomial-time computability is concerned all models are equivalent, but of course the running time measures are quite different.

The model of encoding all the input by 0-1-strings (or strings over any fixed alphabet) does not in principle exclude certain types of real numbers, e.g. algebraic numbers (if \( x \in \mathbb{R} \) is the \( k \)-th smallest root of a polynomial \( p \), then \( x \) can be coded by listing \( k \) and the degree and the coefficients of \( p \)). However, there is no way of representing arbitrary real numbers in a digital computer since there are uncountably many real numbers but only countably many 0-1-strings. We take the classical approach and restrict ourselves to rational input in this chapter.

We close this section by giving a formal definition of oracle algorithms, based on two-tape Turing machines. We may call an oracle at any stage of the computation; we use the second tape for writing the oracle’s input and reading its output. We introduce a special statement \( -2 \) for oracle calls:

**Definition 15.6.** Let \( A \) be an alphabet and \( \bar{A} := A \cup \{\|\} \). Let \( X \subseteq A^* \), and let \( f(x) \subseteq A^* \) be a nonempty language for each \( x \in X \). An oracle Turing machine using \( f \) is a mapping

\[
\Phi : \{0, \ldots, N\} \times \bar{A}^2 \to \{-2, \ldots, N\} \times \bar{A}^2 \times \{-1, 0, 1\}^2
\]

for some \( N \in \mathbb{Z}_+ \); its computation is defined as for a two-tape Turing machine, but with one difference: If, for some computation step \( i \),

\[
\Phi \left( n^{(i)}, s^{(i)}_{n^{(i)}}, t^{(i)}_{n^{(i)}} \right) = (-2, \sigma, \tau, \delta, \epsilon)
\]

for some \( \sigma, \tau, \delta, \epsilon \), then consider the string on the second tape \( x \in A^k \), \( k := \min \{ j \in \mathbb{N} : t^{(i)}_j = \| \} - 1 \), given by \( x_j := t^{(i)}_j \) for \( j = 1, \ldots, k \). If \( x \in X \), then the second tape is overwritten by \( t^{(i+1)}_j = y_j \) for \( j = 1, \ldots, \text{size}(y) \) and \( t^{(i+1)}_{\text{size}(y)+1} = \| \) for some \( y \in f(x) \). The rest remains unchanged, and the computation continues with \( n^{(i+1)} := n^{(i)} + 1 \) (and stops if \( n^{(i)} = -1 \)).

All definitions with respect to Turing machines can be extended to oracle Turing machines. The output of an oracle is not necessarily unique; hence there can be several possible computations for the same input. When proving the correctness or estimating the running time of an oracle algorithm we have to consider all possible computations, i.e. all choices of the oracle.

By the results of this section the existence of a polynomial-time (oracle) algorithm is equivalent to the existence of a polynomial-time (oracle) Turing machine.

### 15.3 \( P \) and \( NP \)

Most of complexity theory is based on decision problems. Any language \( L \subseteq \{0, 1\}^* \) can be interpreted as decision problem: given a 0-1-string, decide whether it belongs to \( L \). However, we are more interested in problems like the following:
**Hamiltonian Circuit**

*Instance:* An undirected graph $G$.

*Question:* Has $G$ a Hamiltonian circuit?

We will always assume a fixed efficient encoding of the input as a binary string; occasionally we extend our alphabet by other symbols. For example we assume that a graph is given by an adjacency list, and such a list can easily be coded as a binary string of length $O(n + m \log n)$, where $n$ and $m$ denote the number of vertices and edges. We always assume an efficient encoding, i.e. one whose length is polynomially bounded by the minimum possible encoding length.

Not all binary strings are instances of Hamiltonian Circuit but only those representing an undirected graph. For most interesting decision problems the instances are a proper subset of the 0-1-strings. We require that we can decide in polynomial time whether an arbitrary string is an instance or not:

**Definition 15.7.** A decision problem is a pair $\mathcal{P} = (X, Y)$, where $X$ is a language decidable in polynomial time and $Y \subseteq X$. The elements of $X$ are called instances of $\mathcal{P}$; the elements of $Y$ are *yes-instances*, those of $X \setminus Y$ are *no-instances*.

An algorithm for a decision problem $(X, Y)$ is an algorithm computing the function $f : X \rightarrow \{0, 1\}$, defined by $f(x) = 1$ for $x \in Y$ and $f(x) = 0$ for $x \in X \setminus Y$.

We give two more examples, the decision problems corresponding to Linear Programming and Integer Programming:

**Linear Inequalities**

*Instance:* A matrix $A \in \mathbb{Z}^{m \times n}$ and a vector $b \in \mathbb{Z}^m$.

*Question:* Is there a vector $x \in \mathbb{Q}^n$ such that $Ax \leq b$?

**Integer Linear Inequalities**

*Instance:* A matrix $A \in \mathbb{Z}^{m \times n}$ and a vector $b \in \mathbb{Z}^m$.

*Question:* Is there a vector $x \in \mathbb{Z}^n$ such that $Ax \leq b$?

**Definition 15.8.** The class of all decision problems for which there is a polynomial-time algorithm is denoted by $P$.

In other words, a member of $P$ is a pair $(X, Y)$ with $Y \subseteq X \subseteq \{0, 1\}^*$ where both $X$ and $Y$ are languages decidable in polynomial time. To prove that a problem is in $P$ one usually describes a polynomial-time algorithm. By the results of Section 15.2 there is a polynomial-time Turing machine for each problem in $P$. By Khachiyan’s Theorem 4.18, Linear Inequalities belongs to $P$. It is not known whether Integer Linear Inequalities or Hamiltonian Circuit belong to $P$. We shall now introduce another class called $NP$ which contains these problems, and in fact most decision problems discussed in this book.
We do not insist on a polynomial-time algorithm, but we require that for each yes-instance there is a certificate which can be checked in polynomial time. For example, for the Hamiltonian Circuit problem such a certificate is simply a Hamiltonian circuit. It is easy to check whether a given string is the binary encoding of a Hamiltonian circuit. Note that we do not require a certificate for no-instances. Formally we define:

**Definition 15.9.** A decision problem \( P = (X, Y) \) belongs to NP if there is a polynomial \( p \) and a decision problem \( P' = (X', Y') \) in \( P \), where

\[
X' := \{ x\#c : x \in X, c \in \{0, 1\}^\lfloor p(\text{size}(x)) \rfloor \},
\]

such that

\[
Y = \{ y \in X : \text{There exists a string } c \in \{0, 1\}^\lfloor p(\text{size}(y)) \rfloor \text{ with } y\#c \in Y' \}.
\]

Here \( x\#c \) denotes the concatenation of the string \( x \), the symbol \( \# \) and the string \( c \). A string \( c \) with \( y\#c \in Y' \) is called a certificate for \( y \) (since \( c \) proves that \( y \in Y \)). An algorithm for \( P' \) is called a certificate-checking algorithm.

**Proposition 15.10.** \( P \subseteq NP \).

**Proof:** One can choose \( p \) to be identically zero. An algorithm for \( P' \) just deletes the last symbol of the input “\( x\# \)” and then applies an algorithm for \( P \).

It is not known whether \( P = NP \). In fact, this is the most important open problem in complexity theory. As an example for problems in \( NP \) that are not known to be in \( P \) we have:

**Proposition 15.11.** Hamiltonian Circuit belongs to \( NP \).

**Proof:** For each yes-instance \( G \) we take any Hamiltonian circuit of \( G \) as a certificate. To check whether a given edge set is in fact a Hamiltonian circuit of a given graph is obviously possible in polynomial time.

**Proposition 15.12.** Integer Linear Inequalities belongs to \( NP \).

**Proof:** As a certificate we just take a solution vector. If there exists a solution, there exists one of polynomial size by Corollary 5.6.

The name \( NP \) stands for “nondeterministic polynomial”. To explain this we have to define what a nondeterministic algorithm is. This is a good opportunity to define randomized algorithms in general, a concept which has already been mentioned before. The common feature of randomized algorithms is that their computation does not only depend on the input but also on some random bits.

**Definition 15.13.** A randomized algorithm for computing a function \( f : S \rightarrow T \) can be defined as an algorithm computing a function \( g : \{s\#r : s \in S, r \in \{0, 1\}^{k(s)} \} \rightarrow T \). So for each instance \( s \in S \) the algorithm uses \( k(s) \in \mathbb{Z}_+ \) random
bits. We measure the running time dependency on \( \text{size}(s) \) only; randomized algorithms running in polynomial time can read only a polynomial number of random bits.

Naturally we are interested in such a randomized algorithm only if \( f \) and \( g \) are related. In the ideal case, if \( g(s\#r) = f(s) \) for all \( s \in S \) and all \( r \in \{0, 1\}^{k(s)} \), we speak of a **Las Vegas algorithm**. A Las Vegas algorithm always computes the correct result, only the running time may vary. Sometimes even less deterministic algorithms are interesting: If there is at least a positive probability \( p \) of a correct answer, independent of the instance, i.e.

\[
p := \inf_{s \in S} \frac{|\{r \in \{0, 1\}^{k(s)} : g(s\#r) = f(s)\}|}{2^{k(s)}} > 0,
\]

then we have a **Monte Carlo algorithm**.

If \( T = \{0, 1\} \), and for each \( s \in S \) with \( f(s) = 0 \) we have \( g(s\#r) = 0 \) for all \( r \in \{0, 1\}^{k(s)} \), then we have a randomized algorithm with one-sided error. If in addition for each \( s \in S \) with \( f(s) = 1 \) there is at least one \( r \in \{0, 1\}^{k(s)} \) with \( g(s\#r) = 1 \), then the algorithm is called a **nondeterministic algorithm**.

Alternatively a randomized algorithm can be regarded as an oracle algorithm where the oracle produces a random bit (0 or 1) whenever called. A nondeterministic algorithm for a decision problem always answers “no” for a no-instance, and for each yes-instance there is a chance that it answers “yes”. The following observation is easy:

**Proposition 15.14.** A decision problem belongs to \( \text{NP} \) if and only if it has a polynomial-time nondeterministic algorithm.

**Proof:** Let \( \mathcal{P} = (X, Y) \) be a decision problem in \( \text{NP} \), and let \( \mathcal{P}' = (X', Y') \) be defined as in Definition 15.9. Then a polynomial-time algorithm for \( \mathcal{P}' \) is in fact also a nondeterministic algorithm for \( \mathcal{P} \): the unknown certificate is simply replaced by random bits. Since the number of random bits is bounded by a polynomial in \( \text{size}(x) \), \( x \in X \), so is the running time of the algorithm.

Conversely, if \( \mathcal{P} = (X, Y) \) has a polynomial-time nondeterministic algorithm using \( k(x) \) random bits for instance \( x \), then there is a polynomial \( p \) such that \( k(x) \leq p(\text{size}(x)) \) for each instance \( x \). We define \( X' := \{x\#c : x \in X, c \in \{0, 1\}^{\lceil p(\text{size}(x)) \rceil}\} \) and \( Y' := \{x\#c \in X' : g(x\#r) = 1, r \text{ consists of the first } k(x) \text{ bits of } c\} \).

Then by the definition of nondeterministic algorithms we have \( (X', Y') \in \mathcal{P} \) and

\[
Y = \{y \in X : \text{There exists a string } c \in \{0, 1\}^{\lceil p(\text{size}(x)) \rceil} \text{ with } y\#c \in Y'\}.
\]

Most decision problems encountered in combinatorial optimization belong to \( \text{NP} \). For many of them it is not known whether they have a polynomial-time algorithm. However, one can say that certain problems are not easier than others. To make this precise we introduce the important concept of polynomial reductions.
Definition 15.15. Let \( P_1 \) and \( P_2 = (X, Y) \) be decision problems. Let \( f : X \to \{0, 1\} \) with \( f(x) = 1 \) for \( x \in Y \) and \( f(x) = 0 \) for \( x \in X \setminus Y \). We say that \( P_1 \) polynomially reduces to \( P_2 \) if there exists a polynomial-time oracle algorithm for \( P_1 \) using \( f \).

The following observation is the main reason for this concept:

Proposition 15.16. If \( P_1 \) polynomially reduces to \( P_2 \) and there is a polynomial-time algorithm for \( P_2 \), then there is a polynomial-time algorithm for \( P_1 \).

Proof: Let \( A_2 \) be an algorithm for \( P_2 \) with time \( \text{time}(A_2, y) \leq p_2(\text{size}(y)) \) for all instances \( y \) of \( P_2 \), and let \( f(x) \) := output(\( A_2, x \)). Let \( A_1 \) be an oracle algorithm for \( P_1 \) using \( f \) with time \( \text{time}(A_1, x) \leq p_1(\text{size}(x)) \) for all instances \( x \) of \( P_1 \). Then replacing the oracle calls in \( A_1 \) by subroutines equivalent to \( A_2 \) yields an algorithm \( A_3 \) for \( P_1 \). For any instance \( x \) of \( P_1 \) with size \( x = n \) we have time \( \text{time}(A_3, x) \leq p_1(n) \cdot p_2(p_1(n)) \): there can be at most \( p_1(n) \) oracle calls in \( A_1 \), and none of the instances of \( P_2 \) produced by \( A_1 \) can be longer than \( p_1(n) \). Since we can choose \( p_1 \) and \( p_2 \) to be polynomials we conclude that \( A_3 \) is a polynomial-time algorithm.

The theory of \( NP \)-completeness is based on a special kind of polynomial-time reduction:

Definition 15.17. Let \( P_1 = (X_1, Y_1) \) and \( P_2 = (X_2, Y_2) \) be decision problems. We say that \( P_1 \) polynomially transforms to \( P_2 \) if there is a function \( f : X_1 \to X_2 \) computable in polynomial time such that \( f(x_1) \in Y_2 \) for all \( x_1 \in Y_1 \) and \( f(x_1) \in X_2 \setminus Y_2 \) for all \( x_1 \in X_1 \setminus Y_1 \).

In other words, yes-instances are transformed to yes-instances, and no-instances are transformed to no-instances. Obviously, if a problem \( P_1 \) polynomially transforms to \( P_2 \), then \( P_1 \) also polynomially reduces to \( P_2 \). Polynomial transformations are sometimes called Karp reductions, while general polynomial reductions are also known as Turing reductions. Both are easily seen to be transitive.

Definition 15.18. A decision problem \( P \in NP \) is called \( NP \)-complete if all other problems in \( NP \) polynomially transform to \( P \).

By Proposition 15.16 we know that if there is a polynomial-time algorithm for any \( NP \)-complete problem, then \( P = NP \).

Of course, the above definition would be meaningless if no \( NP \)-complete problems existed. The next section consists of a proof that there is an \( NP \)-complete problem.

15.4 Cook’s Theorem

In his pioneering work, Cook [1971] proved that a certain decision problem, called \textsc{Satisfiability}, is in fact \( NP \)-complete. We need some definitions:
Definition 15.19. Assume $X = \{x_1, \ldots, x_k\}$ is a set of Boolean variables. A truth assignment for $X$ is a function $T : X \rightarrow \{true, false\}$. We extend $T$ to the set $L := X \cup \{\overline{x} : x \in X\}$ by setting $T(\overline{x}) := true$ if $T(x) := false$ and vice versa ($\overline{x}$ can be regarded as the negation of $x$). The elements of $L$ are called the literals over $X$.

A clause over $X$ is a set of literals over $X$. A clause represents the disjunction of those literals and is satisfied by a truth assignment iff at least one of its members is true. A family $Z$ of clauses over $X$ is satisfiable iff there is some truth assignment simultaneously satisfying all of its clauses.

Since we consider the conjunction of disjunctions of literals, we also speak of Boolean formulas in conjunctive normal form. For example, the family $\{\{x_1, \overline{x}_2\}, \{\overline{x}_2, \overline{x}_3\}, \{x_1, x_2, \overline{x}_3\}, \{\overline{x}_1, x_3\}\}$ corresponds to the Boolean formula $(x_1 \vee \overline{x}_2) \wedge (\overline{x}_2 \vee \overline{x}_3) \wedge (x_1 \vee x_2 \vee \overline{x}_3) \wedge (\overline{x}_1 \vee x_3)$. It is satisfiable as the truth assignment $T(x_1) := true$, $T(x_2) := false$ and $T(x_3) := true$ shows. We are now ready to specify the satisfiability problem:

<table>
<thead>
<tr>
<th>SATISFIABILITY</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Instance:</strong> A set $X$ of variables and a family $Z$ of clauses over $X$.</td>
</tr>
<tr>
<td><strong>Question:</strong> Is $Z$ satisfiable?</td>
</tr>
</tbody>
</table>

Theorem 15.20. (Cook [1971]) SATISFIABILITY is NP-complete.

Proof: SATISFIABILITY belongs to $NP$ because a satisfying truth assignment serves as a certificate for any yes-instance, which of course can be checked in polynomial time.

Let now $P = (X, Y)$ be any other problem in $NP$. We have to show that $P$ polynomially transforms to SATISFIABILITY.

By Definition 15.9 there is a polynomial $p$ and a decision problem $P' = (X', Y')$ in $P$, where $X' := \{x\#c : x \in X, c \in \{0, 1\}^{[p(size(x))]}\}$ and

\[ Y = \{y \in X : \text{There exists a string } c \in \{0, 1\}^{[p(size(x))]} \text{ with } y\#c \in Y'\}. \]

Let $\Phi : \{0, \ldots, N\} \times \tilde{A} \rightarrow \{-1, \ldots, N\} \times \tilde{A} \times \{-1, 0, 1\}$ be a polynomial-time Turing machine for $P'$ with alphabet $A$; let $\tilde{A} := A \cup \{\sqcup\}$. Let $q$ be a polynomial such that time($\Phi, x\#c$) $\leq q(size(x\#c))$ for all instances $x\#c \in X'$. Note that $size(x\#c) = size(x) + 1 + [p(size(x))].$

We will now construct a collection $Z(x)$ of clauses over some set $V(x)$ of Boolean variables for each $x \in X$, such that $Z(x)$ is satisfiable if and only if $x \in Y$.

We abbreviate $Q := q(size(x) + 1 + [p(size(x))])$. $Q$ is an upper bound on the length of any computation of $\Phi$ on input $x\#c$, for any $c \in \{0, 1\}^{[p(size(x))]}$. $V(x)$ contains the following Boolean variables:

- a variable $v_{ij\sigma}$ for all $0 \leq i \leq Q$, $-Q \leq j \leq Q$ and $\sigma \in \tilde{A}$;
a variable \( w_{ijn} \) for all \( 0 \leq i \leq Q, -Q \leq j \leq Q \) and \( -1 \leq n \leq N \).

The intended meaning is: \( v_{ij\sigma} \) indicates whether at time \( i \) (i.e. after \( i \) steps of the computation) the \( j \)-th position of the string contains the symbol \( \sigma \). \( w_{ijn} \) indicates whether at time \( i \) the \( j \)-th position of the string is scanned and the \( n \)-th instruction is executed.

So if \( (n^{(i)}, s^{(i)}, \pi^{(i)})_{i=0,1,...} \) is a computation of \( \Phi \) then we intend to set \( v_{ij\sigma} \) to true if \( s^{(i)}_j = \sigma \) and \( w_{ijn} \) to true iff \( \pi^{(i)} = j \) and \( n^{(i)} = n \).

The collection \( \mathcal{Z}(x) \) of clauses to be constructed will be satisfiable if and only if there is a string \( c \) with output(\( \Phi, x\#c \)) = 1.

\( \mathcal{Z}(x) \) contains the following clauses to model the following conditions:

At any time each position of the string contains a unique symbol:

\[- \{ v_{ij\sigma} : \sigma \in \bar{A} \} \text{ for } 0 \leq i \leq Q \text{ and } -Q \leq j \leq Q; \]
\[- \{ v_{ij\sigma}, v_{ij\tau} \} \text{ for } 0 \leq i \leq Q, -Q \leq j \leq Q \text{ and } \sigma, \tau \in \bar{A} \text{ with } \sigma \neq \tau. \]

At any time a unique position of the string is scanned and a single instruction is executed:

\[- \{ w_{ijn} : -Q \leq j \leq Q, -1 \leq n \leq N \} \text{ for } 0 \leq i \leq Q; \]
\[- \{ w_{ijn}, w_{ijn'} \} \text{ for } 0 \leq i \leq Q, -Q \leq j, j' \leq Q \text{ and } -1 \leq n, n' \leq N \text{ with } (j, n) \neq (j', n'). \]

The algorithm starts correctly with input \( x\#c \) for some \( c \in \{0,1\}^{\lfloor p(\text{size}(x)) \rfloor} \):

\[- \{ v_{0,j,x_i} \} \text{ for } 1 \leq j \leq \text{size}(x); \]
\[- \{ v_{0,\text{size}(x)+1,\#} \}; \]
\[- \{ v_{0,\text{size}(x)+1+j,0}, v_{0,\text{size}(x)+1+j,1} \} \text{ for } 1 \leq j \leq \lfloor p(\text{size}(x)) \rfloor; \]
\[- \{ v_{0,j,u} \} \text{ for } -Q \leq j \leq 0 \text{ and size}(x) + 2 + \lfloor p(\text{size}(x)) \rfloor \leq j \leq Q; \]
\[- \{ w_{010} \}. \]

The algorithm works correctly:

\[- \{ v_{ij\sigma}, w_{ij\sigma}, v_{i+1,j,\tau}, v_{ij\sigma}, w_{ij\tau}, w_{i+1,j+\delta,m} \} \text{ for } 0 \leq i < Q, -Q \leq j \leq Q, \sigma \in \bar{A} \text{ and } 0 \leq n \leq N, \text{ where } \Phi(n, \sigma) = (m, \tau, \delta). \]

When the algorithm reaches statement -1, it stops:

\[- \{ w_{i,j-1}, w_{i+1,j,-1}, w_{i,j-1}, w_{i,j,\sigma}, w_{i+1,j,\sigma} \} \text{ for } 0 \leq i < Q, -Q \leq j \leq Q \text{ and } \sigma \in \bar{A}. \]

Positions not being scanned remain unchanged:

\[- \{ v_{ij\sigma}, w_{ij\sigma}, v_{i+1,j,\sigma} \} \text{ for } 0 \leq i \leq Q, \sigma \in \bar{A}, -1 \leq n \leq N \text{ and } -Q \leq j, j' \leq Q \text{ with } j \neq j'. \]

The output of the algorithm is 1:

\[- \{ v_{Q,1,1}, v_{Q,2,u} \}. \]
The encoding length of \( Z(x) \) is \( O(Q^3 \log Q) \): There are \( O(Q^3) \) occurrences of literals, whose indices require \( O(\log Q) \) space. Since \( Q \) depends polynomially on \( \text{size}(x) \) we conclude that there is a polynomial-time algorithm which, given \( x \), constructs \( Z(x) \). Note that \( p, \Phi \) and \( q \) are fixed and not part of the input of this algorithm.

It remains to show that \( Z(x) \) is satisfiable if and only if \( x \in Y \).

If \( Z(x) \) is satisfiable, consider a truth assignment \( T \) satisfying all clauses. Let 
\[ c \in \{0, 1\}^{\lceil \text{size}(x) \rceil} \]
with \( c_j = 1 \) for all \( j \) with \( T(v_0, \text{size}(x)+1+j, 1) = \text{true} \) and \( c_j = 0 \) otherwise. By the above construction the variables reflect the computation of \( \Phi \) on input \( x\#c \). Hence we may conclude that \( \text{output}(\Phi, x\#c) = 1 \). Since \( \Phi \) is a certificate-checking algorithm, this implies that \( x \) is a yes-instance.

Conversely, if \( x \in Y \), let \( c \) be any certificate for \( x \). Let \( (n^{(i)}, s^{(i)}, \pi^{(i)})_{i=0,1,...,m} \) be the computation of \( \Phi \) on input \( x\#c \). Then we define \( T(v_{i,j,\sigma}) := \text{true} \iff s^{(i)}_j = \sigma \) and \( T(w_{i,j,n}) = \text{true} \iff \pi^{(i)} = j \) and \( n^{(i)} = n \). For \( i := m+1, \ldots, Q \) we set \( T(v_{i,j,\sigma}) := T(v_{i-1, j, \sigma}) \) and \( T(w_{i,j,n}) := T(w_{i-1, j, n}) \) for all \( j, n \) and \( \sigma \). Then \( T \) is a truth assignment satisfying \( Z(x) \), completing the proof.

**Satisfiability** is not the only \( NP \)-complete problem; we will encounter many others in this book. Now that we already have one \( NP \)-complete problem at hand, it is much easier to prove \( NP \)-completeness for another problem. To show that a certain decision problem \( \mathcal{P} \) is \( NP \)-complete, we shall just prove that \( \mathcal{P} \in NP \) and that Satisfiability (or any other problem which we know already to be \( NP \)-complete) polynomially transforms to \( \mathcal{P} \). Since polynomial transformability is transitive, this will be sufficient.

The following restriction of Satisfiability will prove very useful for several \( NP \)-completeness proofs:

<table>
<thead>
<tr>
<th>3Sat</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Instance:</strong></td>
</tr>
<tr>
<td><strong>Question:</strong></td>
</tr>
</tbody>
</table>

To show \( NP \)-completeness of 3Sat we observe that any clause can be replaced equivalently by a set of 3Sat-clauses:

**Proposition 15.21.** Let \( X \) be a set of variables and \( Z \) a clause over \( X \) with \( k \) literals. Then there is a set \( Y \) of at most \( \max\{k-3, 2\} \) new variables and a family \( Z' \) of at most \( \max\{k-2, 4\} \) clauses over \( X \cup Y \) such that each element of \( Z' \) has exactly three literals, and for each family \( \mathcal{W} \) of clauses over \( X \) we have that \( \mathcal{W} \cup \{Z\} \) is satisfiable if and only if \( \mathcal{W} \cup Z' \) is satisfiable. Moreover, such a family \( Z' \) can be computed in \( O(k) \) time.

**Proof:** If \( Z \) has three literals, we set \( Z' := \{Z\} \). If \( Z \) has more than three literals, say \( Z = \{\lambda_1, \ldots, \lambda_k\} \), we choose a set \( Y = \{y_1, \ldots, y_{k-3}\} \) of \( k-3 \) new variables and set
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\[ Z' := \{ \{ \lambda_1, \lambda_2, y_1 \}, \{ \overline{y}_1, \lambda_3, y_2 \}, \{ y_2, \lambda_4, y_3 \}, \ldots, \{ \overline{y}_{k-4}, \lambda_{k-2}, y_{k-3} \}, \{ y_{k-3}, \lambda_{k-1}, \lambda_k \} \}. \]

If \( Z = \{ \lambda_1, \lambda_2 \} \), we choose a new variable \( y_1 \) (\( Y := \{ y_1 \} \)) and set
\[ Z' := \{ \{ \lambda_1, \lambda_2, y_1 \}, \{ \lambda_1, \lambda_2, \overline{y}_1 \} \}. \]

If \( Z = \{ \lambda_1 \} \), we choose a set \( Y = \{ y_1, y_2 \} \) of two new variables and set
\[ Z' := \{ \{ \lambda_1, y_1, y_2 \}, \{ \lambda_1, y_1, \overline{y}_2 \}, \{ \lambda_1, \overline{y}_1, y_2 \}, \{ \lambda_1, \overline{y}_1, \overline{y}_2 \} \}. \]

Observe that in each case \( Z \) can be equivalently replaced by \( Z' \) in any instance of \textsc{Satisfiability}.

\[ \textbf{Theorem 15.22.} \text{ (Cook [1971])} \text{ 3Sat is NP-complete.} \]

\[ \textbf{Proof:} \text{ As a restriction of \textsc{Satisfiability}, 3Sat is certainly in NP. We now show that \textsc{Satisfiability} polynomially transforms to 3Sat. Consider any collection \( Z \) of clauses \( Z_1, \ldots, Z_m \). We shall construct a new collection \( Z' \) of clauses with three literals per clause such that \( Z \) is satisfiable if and only if \( Z' \) is satisfiable.}

\text{To do this, we replace each clause \( Z_i \) by an equivalent set of clauses, each with three literals. This is possible in linear time by Proposition 15.21.} \]

\[ \text{If we restrict each clause to consist of just two literals, the problem (called 2Sat) can be solved in linear time (Exercise 7).} \]

\[ \textbf{5.5 Some Basic NP-Complete Problems} \]

Karp discovered the wealth of consequences of Cook’s work for combinatorial optimization problems. As a start, we consider the following problem:

\[ \textbf{Stable Set} \]

\[ \text{Instance:} \text{ A graph } G \text{ and an integer } k. \]

\[ \text{Question:} \text{ Is there a stable set of } k \text{ vertices?} \]

\[ \textbf{Theorem 15.23.} \text{ (Karp [1972])} \text{ Stable Set is NP-complete.} \]

\[ \textbf{Proof:} \text{ Obviously, \textsc{Stable Set} } \notin \text{NP. We show that \textsc{Satisfiability} polynomially transforms to \textsc{Stable Set}.}

\text{Let } Z \text{ be a collection of clauses } Z_1, \ldots, Z_m \text{ with } Z_i = \{ \lambda_{i1}, \ldots, \lambda_{ik_i} \} \text{ (} i = 1, \ldots, m \text{), where the } \lambda_{ij} \text{ are literals over some set } X \text{ of variables.}

\text{We shall construct a graph } G \text{ such that } G \text{ has a stable set of size } m \text{ if and only if there is a truth assignment satisfying all } m \text{ clauses.}

\text{For each clause } Z_i, \text{ we introduce a clique of } k_i \text{ vertices according to the literals in this clause. Vertices corresponding to different clauses are connected by an edge} \]

\[ \text{...} \]

\[ \cdots \]

\[ \text{...} \]
if and only if the literals contradict each other. Formally, let \( V(G) := \{ v_{ij} : 1 \leq i \leq m, 1 \leq j \leq k_i \} \) and

\[ E(G) := \{ (v_{ij}, v_{kl}) : (i = k \text{ and } j \neq l) \text{ or } (\lambda_{ij} = x \text{ and } \lambda_{kl} = \overline{x} \text{ for some } x \in X) \}. \]

See Figure 15.1 for an example \((m = 4, Z_1 = \{ \overline{x_1}, x_2, x_3 \}, Z_2 = \{ x_1, \overline{x_3} \}, Z_3 = \{ x_2, \overline{x_3} \} \text{ and } Z_4 = \{ \overline{x_1}, x_2, \overline{x_3} \}) \).

Suppose \( G \) has a stable set of size \( m \). Then its vertices specify pairwise compatible literals belonging to different clauses. Setting each of these literals to be true (and setting variables not occurring there arbitrarily) we obtain a truth assignment satisfying all \( m \) clauses.

Conversely, if some truth assignment satisfies all \( m \) clauses, then we choose a literal which is true out of each clause. The set of corresponding vertices then defines a stable set of size \( m \) in \( G \).

It is essential that \( k \) is part of the input: for each fixed \( k \) it can be decided in \( O(n^k) \) time whether a given graph with \( n \) vertices has a stable set of size \( k \) (simply by testing all vertex sets with \( k \) elements). Two interesting related problems are the following:

**Vertex Cover**

*Instance:* A graph \( G \) and an integer \( k \).

*Question:* Is there a vertex cover of cardinality \( k \)?
Corollary 15.24. (Karp [1972]) Vertex Cover and Clique are NP-complete.

Proof: By Proposition 2.2, Stable Set polynomially transforms to both Vertex Cover and Clique. \( \square \)

We now turn to the famous Hamiltonian circuit problem (already defined in Section 15.3).

Theorem 15.25. (Karp [1972]) Hamiltonian Circuit is NP-complete.

Proof: Membership in NP is obvious. We prove that 3Sat polynomially transforms to Hamiltonian Circuit. Given a collection \( \mathcal{Z} \) of clauses \( Z_1, \ldots, Z_m \) over \( X = \{x_1, \ldots, x_n\} \), each clause containing three literals, we shall construct a graph \( G \) such that \( G \) is Hamiltonian iff \( \mathcal{Z} \) is satisfiable.
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We first define two gadgets which will appear several times in $G$. Consider the graph shown in Figure 15.2(a), which we call $A$. We assume that it is a subgraph of $G$ and no vertex of $A$ except $u, u', v, v'$ is incident to any other edge of $G$. Then any Hamiltonian circuit of $G$ must traverse $A$ in one of the ways shown in Figure 15.3(a) and (b). So we can replace $A$ by two edges with the additional restriction that any Hamiltonian circuit of $G$ must contain exactly one of them (Figure 15.2(b)).

![Fig. 15.4.](image)

Now consider the graph $B$ shown in Figure 15.4(a). We assume that it is a subgraph of $G$, and no vertex of $B$ except $u$ and $u'$ is incident to any other edge of $G$. Then no Hamiltonian circuit of $G$ traverses all of $e_1, e_2, e_3$. Moreover, one easily checks that for any $S \subseteq \{e_1, e_2, e_3\}$ there is a Hamiltonian path from $u$ to $u'$ in $B$ that contains $S$ but none of $\{e_1, e_2, e_3\} \setminus S$. We represent $B$ by the symbol shown in Figure 15.4(b).

We are now able to construct $G$. For each clause, we introduce a copy of $B$, joined one after another. Between the first and the last copy of $B$, we insert two vertices for each variable, all joined one after another. We then double the edges between the two vertices of each variable $x$; these two edges will correspond to $x$ and $\overline{x}$, respectively. The edges $e_1, e_2, e_3$ in each copy of $B$ are now connected via a copy of $A$ to the first, second, third literal of the corresponding clause. This construction is illustrated by Figure 15.5 with the example $\{(x_1, \overline{x}_2, \overline{x}_3), (\overline{x}_1, x_2, \overline{x}_3), (\overline{x}_1, \overline{x}_2, x_3)\}$. Note that an edge representing a literal can take part in more than one copy of $A$; these are then arranged in series.

Now we claim that $G$ is Hamiltonian if and only if $Z$ is satisfiable. Let $C$ be a Hamiltonian circuit. We define a truth assignment by setting a literal true iff $C$ contains the corresponding edge. By the properties of the gadgets $A$ and $B$ each clause contains a literal that is true.
Conversely, any satisfying truth assignment defines a set of edges corresponding to literals that are true. Since each clause contains a literal that is true this set of edges can be completed to a tour in $G$. 

This proof is essentially due to Papadimitriou and Steiglitz [1982]. The problem of deciding whether a given graph contains a Hamiltonian path is also $NP$-complete (Exercise 14(a)). Moreover, one can easily transform the undirected versions to the directed Hamiltonian circuit or Hamiltonian path problem by replacing each undirected edge by a pair of oppositely directed edges. Thus the directed versions are also $NP$-complete.

There is another fundamental $NP$-complete problem:
3-DIMENSIONAL MATCHING (3DM)

**Instance:** Disjoint sets $U, V, W$ of equal cardinality and $T \subseteq U \times V \times W$.

**Question:** Is there a subset $M$ of $T$ with $|M| = |U|$ such that for distinct $(u, v, w), (u', v', w') \in M$ one has $u \neq u', v \neq v'$ and $w \neq w'$?

**Theorem 15.26.** (Karp [1972]) 3DM is NP-complete.

**Proof:** Membership in NP is obvious. We shall polynomially transform SATISFIABILITY to 3DM. Given a collection $Z$ of clauses $Z_1, \ldots, Z_m$ over $X = \{x_1, \ldots, x_n\}$, we construct an instance $(U, V, W, T)$ of 3DM which is a yes-instance if and only if $Z$ is satisfiable.

We define:

$U := \{x_i^j, \overline{x_i^j} : i = 1, \ldots, n; j = 1, \ldots, m\}$

$V := \{a_i^j : i = 1, \ldots, n; j = 1, \ldots, m\} \cup \{v^j : j = 1, \ldots, m\}$

$W := \{b_i^j : i = 1, \ldots, n; j = 1, \ldots, m\} \cup \{w^j : j = 1, \ldots, m\}$

$T_1 := \{(x_i^j, a_i^j, b_i^j), (\overline{x_i^j}, a_i^{j+1}, b_i^j) : i = 1, \ldots, n; j = 1, \ldots, m\}$,

where $a_i^{m+1} := a_i^1$

$T_2 := \{(x_i^j, v^j, w^j) : i = 1, \ldots, n; j = 1, \ldots, m; x_i \in Z_j\}$
\[
\bigcup \{ (x^j_i, v^j_i, w^j_i) : i = 1, \ldots, n; \ j = 1, \ldots, m; \ x_i \in Z_j \}
\]

\[
T_3 := \{(x^j_i, c^j_i, d^j_i), (\overline{x}^j_i, c^j_i, d^j_i) : i = 1, \ldots, n; \ j = 1, \ldots, m; \ k = 1, \ldots, n-1 \}
\]

\[
T := T_1 \cup T_2 \cup T_3.
\]

For an illustration of this construction, see Figure 15.6. Here \(m = 2, Z_1 = \{x_1, \overline{x}_2\}, Z_2 = \{\overline{x}_1, x_2\}\). Each triangle corresponds to an element of \(T_1 \cup T_2\). The elements \(c^j_k, d^j_k\) and the triples in \(T_3\) are not shown.

Suppose \((U, V, W, T)\) is a yes-instance, so let \(M \subseteq T\) be a solution. Since the \(a^j_i\)'s and \(b^j_i\) appear only in elements \(T_1\), for each \(i\) we have either \(M \cap T_1 \supseteq \{(x^j_i, a^j_i, b^j_i) : j = 1, \ldots, m\}\) or \(M \cap T_1 \supseteq \{ (\overline{x}^j_i, a^{-j+1}_i, b^j_i) : j = 1, \ldots, m \}\). In the first case we set \(x_i\) to \(false\), in the second case to \(true\).

Furthermore, for each clause \(Z_j\) we have \((\lambda^j, v^j, w^j) \in M\) for some literal \(\lambda \in Z_j\). Since \(\lambda^j\) does not appear in any element of \(M \cap T_1\) this literal is \(true\); hence we have a satisfying truth assignment.

Conversely, a satisfying truth assignment suggests a set \(M_1 \subseteq T_1\) of cardinality \(nm\) and a set \(M_2 \subseteq T_2\) of cardinality \(m\) such that for distinct \((u, v, w), (u', v', w') \in M_1 \cup M_2\) we have \(u \neq u', v \neq v'\) and \(w \neq w'\). It is easy to complete \(M_1 \cup M_2\) by \((n - 1)m\) elements of \(T_3\) to a solution of the 3DM instance. \(\square\)

A problem which looks simple but is not known to be solvable in polynomial time is the following:

**SUBSET-SUM**

**Instance:** Natural numbers \(c_1, \ldots, c_n, K\).

**Question:** Is there a subset \(S \subseteq \{1, \ldots, n\}\) such that \(\sum_{j \in S} c_j = K\)?

**Corollary 15.27.** (Karp [1972]) Subset-Sum is NP-complete.

**Proof:** It is obvious that Subset-Sum is in \(NP\). We prove that 3DM polynomially transforms to Subset-Sum. So let \((U, V, W, T)\) be an instance of 3DM. W.l.o.g. let \(U \cup V \cup W = \{u_1, \ldots, u_{3m}\}\). We write \(S := \{(a, b, c) : (a, b, c) \in T\}\) and \(S = \{s_1, \ldots, s_n\}\).

Define

\[
c_j := \sum_{u_i \in s_j} (n + 1)^{i-1} \quad (j = 1, \ldots, n)
\]

and

\[
K := \sum_{i=1}^{3m} (n + 1)^{i-1}.
\]

Written in \((n + 1)\)-ary form, the number \(c_j\) can be regarded as the incidence vector of \(s_j\) \((j = 1, \ldots, n)\), and \(K\) consists of 1's only. Therefore each solution to the 3DM instance corresponds to a subset \(R\) of \(S\) such that \(\sum_{j \in R} c_j = K\), and vice versa. Moreover, \(\text{size}(c_j) \leq \text{size}(K) = O(m \log n)\), so the above is indeed a polynomial transformation. \(\square\)
An important special case is the following problem:

**Partition**

**Instance:** Natural numbers $c_1, \ldots, c_n$.

**Question:** Is there a subset $S \subseteq \{1, \ldots, n\}$ such that $\sum_{j \in S} c_j = \sum_{j \notin S} c_j$?

**Corollary 15.28.** (Karp [1972]) **Partition is NP-complete.**

**Proof:** We show that **Subset-Sum** polynomially transforms to **Partition**. So let $c_1, \ldots, c_n, K$ be an instance of **Subset-Sum**. We add an element $c_{n+1} := \lceil \sum_{i=1}^{n} c_i - 2K \rceil$ (unless this number is zero) and have an instance $c_1, \ldots, c_{n+1}$ of **Partition**.

**Case 1:** $2K \leq \sum_{i=1}^{n} c_i$. Then for any $I \subseteq \{1, \ldots, n\}$ we have

$$\sum_{i \in I} c_i = K \text{ if and only if } \sum_{i \in I \cup \{n+1\}} c_i = \sum_{i \in \{1, \ldots, n\} \setminus I} c_i.$$

**Case 2:** $2K > \sum_{i=1}^{n} c_i$. Then for any $I \subseteq \{1, \ldots, n\}$ we have

$$\sum_{i \in I} c_i = K \text{ if and only if } \sum_{i \in I} c_i = \sum_{i \in \{1, \ldots, n+1\} \setminus I} c_i.$$

In both cases we have constructed a yes-instance of **Partition** if and only if the original instance of **Subset-Sum** is a yes-instance. □

We finally note:

**Theorem 15.29.** **Integer Linear Inequalities is NP-complete.**

**Proof:** We already mentioned the membership in **NP** in Proposition 15.12. Any of the above problems can easily be formulated as an instance of **Integer Linear Inequalities**. For example a **Partition** instance $c_1, \ldots, c_n$ is a yes-instance if and only if $\{x \in \mathbb{Z}^n : 0 \leq x \leq \mathbb{I}, 2c^\top x = c^\top \mathbb{I}\}$ is nonempty. □

### 15.6 The Class coNP

The definition of **NP** is not symmetric with respect to yes-instances and no-instances. For example, it is an open question whether the following problem belongs to **NP**: given a graph $G$, is it true that $G$ is not Hamiltonian? We introduce the following definitions:

**Definition 15.30.** For a decision problem $\mathcal{P} = (X, Y)$ we define its **complement** to be the decision problem $(X, X \setminus Y)$. The class **coNP** consists of all problems whose complements are in **NP**. A decision problem $\mathcal{P} \in \text{coNP}$ is called **coNP-complete** if all other problems in **coNP** polynomially transform to $\mathcal{P}$. 
Trivially, the complement of a problem in $P$ is also in $P$. On the other hand, $NP \neq \text{coNP}$ is commonly conjectured (though not proved). When considering this conjecture, the $NP$-complete problems play a special role:

**Theorem 15.31.** A decision problem is $\text{coNP}$-complete if and only if its complement is $NP$-complete. Unless $NP = \text{coNP}$, no $\text{coNP}$-complete problem is in $NP$.

**Proof:** The first statement follows directly from the definition.

Suppose $\mathcal{P} = (X, Y) \in NP$ is a $\text{coNP}$-complete problem. Let $\mathcal{Q} = (V, W)$ be an arbitrary problem in $\text{coNP}$. We show that $\mathcal{Q} \in NP$.

Since $\mathcal{P}$ is $\text{coNP}$-complete, $\mathcal{Q}$ polynomially transforms to $\mathcal{P}$. So there is a polynomial-time algorithm which transforms any instance $v$ of $\mathcal{Q}$ to an instance $x = f(v)$ of $\mathcal{P}$ such that $x \in Y$ if and only if $v \in W$. Note that $\text{size}(x) \leq p(\text{size}(v))$ for some fixed polynomial $p$.

Since $\mathcal{P} \in NP$, there exists a polynomial $q$ and a decision problem $\mathcal{P}' = (X', Y')$ in $P$, where $X' := \{x\#c : x \in X, c \in \{0, 1\}^{\lfloor q(\text{size}(x)) \rfloor}\}$, such that

$$Y = \{y \in X : \text{There exists a string } c \in \{0, 1\}^{\lfloor q(\text{size}(y)) \rfloor} \text{ with } y\#c \in Y'\}$$

(cf. Definition 15.9). We define a decision problem $(V', W')$ by $V' := \{v\#c : v \in V, c \in \{0, 1\}^{\lfloor q(p(\text{size}(v))) \rfloor}\}$, and $v\#c \in W'$ if and only if $f(v)\#c' \in Y'$ where $c'$ consists of the first $\lfloor q(\text{size}(f(v))) \rfloor$ components of $c$.

Observe that $(V', W') \in P$. Therefore, by definition, $\mathcal{Q} \in NP$. We conclude $\text{coNP} \subseteq NP$ and hence, by symmetry, $NP = \text{coNP}$. $\square$

If one can show that a problem is in $NP \cap \text{coNP}$, we say that the problem has a **good characterization** (Edmonds [1965]). This means that for yes-instances as well as for no-instances there are certificates that can be checked in polynomial time. Theorem 15.31 indicates that a problem with a good characterization is probably not $NP$-complete.

To give examples, Proposition 2.9, Theorem 2.24, and Proposition 2.27 provide good characterizations for the problems of deciding whether a given graph is acyclic, whether it has an Eulerian walk, and whether it is bipartite, respectively. Of course, this is not very interesting since all these problems can be solved easily in polynomial time. But consider the decision version of **Linear Programming**:

**Theorem 15.32.** **Linear Inequalities** is in $NP \cap \text{coNP}$.

**Proof:** This immediately follows from Theorem 4.4 and Corollary 3.19. $\square$

Of course, this theorem also follows from any polynomial-time algorithm for **Linear Programming**, e.g. Theorem 4.18. However, before the **Ellipsoid Method** had been discovered, Theorem 15.32 was the only theoretical evidence that **Linear Inequalities** is probably not $NP$-complete. This gave hope to find a polynomial-time algorithm for **Linear Programming** (which can be reduced to **Linear Inequalities** by Proposition 4.16); a justified hope as we know today.
The following famous problem has a similar history:

**Prime**

*Instance:* A number $n \in \mathbb{N}$ (in its binary representation).

*Question:* Is $n$ a prime?

It is obvious that Prime belongs to coNP. Pratt [1975] proved that Prime also belongs to NP. Finally, Agrawal, Kayal and Saxena [2004] proved that Prime $\in P$ by finding a surprisingly simple $O(\log^{7.5+\epsilon} n)$-algorithm (for any $\epsilon > 0$). Before, the best known deterministic algorithm for Prime was due to Adleman, Pomerance and Rumely [1983], running in $O\left((\log n)^{c\log \log \log n}\right)$ time for some constant $c$. Since the input size is $O(\log n)$, this is not polynomial.

We close this section by sketching the inclusions of NP and coNP (Figure 15.7). Ladner [1975] showed that, unless $P = NP$, there are problems in $NP \setminus P$ that are not NP-complete. However, until the $P \neq NP$ conjecture is resolved, it is still possible that all regions drawn in Figure 15.7 collapse to one.

### 15.7 NP-Hard Problems

Now we extend our results to optimization problems. We start by formally defining the type of optimization problems we are interested in:

**Definition 15.33.** A (discrete) optimization problem is a quadruple $P = (X, (S_x)_{x \in X}, c, \text{goal})$, where

- $X$ is a language over $\{0, 1\}$ decidable in polynomial time;
Proposition 15.35. Let \( \mathcal{P} \) be an NP-equivalent problem. Then \( \mathcal{P} \) has an exact polynomial-time algorithm if and only if \( \mathcal{P} = \mathcal{NP} \). \( \square \)

Of course, all NP-complete problems and all coNP-complete problems are NP-equivalent. Almost all problems discussed in this book are NP-easy since they polynomially reduce to Integer Programming; this is usually a trivial observation which we do not even mention. On the other hand, most problems we discuss from now on are also NP-hard, and we shall usually prove this by describing a polynomial reduction from an NP-complete problem.
It is an open question whether each NP-hard decision problem \( \mathcal{P} \in NP \) is NP-complete (recall the difference between polynomial reduction and polynomial transformation; Definitions 15.15 and 15.17). Exercises 17 and 18 discuss two NP-hard decision problems that appear not to be in \( NP \).

Unless \( P = NP \) there is no exact polynomial-time algorithm for any NP-hard problem. There might, however, be a pseudopolynomial algorithm:

**Definition 15.36.** Let \( \mathcal{P} \) be a decision problem or an optimization problem such that each instance \( x \) consists of a list of integers. We denote by \( \text{labeled}(x) \) the largest of these integers. An algorithm for \( \mathcal{P} \) is called **pseudopolynomial** if its running time is bounded by a polynomial in \( \text{size}(x) \) and \( \text{labeled}(x) \).

For example there is a trivial pseudopolynomial algorithm for **Prime** which divides the natural number \( n \) to be tested for primality by each integer from 2 to \( \lfloor \sqrt{n} \rfloor \). Another example is:

**Theorem 15.37.** There is a pseudopolynomial algorithm for **Subset-Sum**.

**Proof:** Given an instance \( c_1, \ldots, c_n, K \) of **Subset-Sum**, we construct a digraph \( G \) with vertex set \( \{0, \ldots, n\} \times \{0, 1, 2, \ldots, K\} \). For each \( j \in \{1, \ldots, n\} \) we add edges \( ((j - 1, i), (j, i)) \) \( (i = 0, 1, \ldots, K) \) and \( ((j - 1, i), (j, i + c_j)) \) \( (i = 0, 1, \ldots, K - c_j) \).

Observe that any path from \( (0, 0) \) to \( (j, i) \) corresponds to a subset \( S \subseteq \{1, \ldots, j\} \) with \( \sum_{k \in S} c_k = i \), and vice versa. Therefore we can solve our **Subset-Sum** instance by checking whether \( G \) contains a path from \( (0, 0) \) to \( (n, K) \). With the **Graph Scanning Algorithm** this can be done in \( O(nK) \) time, so we have a pseudopolynomial algorithm.

The above is also a pseudopolynomial algorithm for **Partition** because \( \frac{1}{2} \sum_{i=1}^{n} c_i \leq \frac{n}{2} \text{labeled}(c_1, \ldots, c_n) \). We shall discuss an extension of this algorithm in Section 17.2. If the numbers are not too large, a pseudopolynomial algorithm can be quite efficient. Therefore the following definition is useful:

**Definition 15.38.** For a decision problem \( \mathcal{P} = (X, Y) \) or an optimization problem \( \mathcal{P} = (X, (S_x)_{x \in X}, c, \text{goal}) \), and a subset \( X' \subseteq X \) of instances we define the **restriction** of \( \mathcal{P} \) to \( X' \) by \( \mathcal{P}' = (X', X' \cap Y) \) or \( \mathcal{P}' = (X', (S_x)_{x \in X'}, c, \text{goal}) \), respectively.

Let \( \mathcal{P} \) be a decision or optimization problem such that each instance consists of a list of integers. For a polynomial \( p \) let \( \mathcal{P}_p \) be the restriction of \( \mathcal{P} \) to instances \( x \) with \( \text{labeled}(x) \leq p(\text{size}(x)) \). \( \mathcal{P} \) is called **strongly NP-hard** if there is a polynomial \( p \) such that \( \mathcal{P}_p \) is NP-hard. \( \mathcal{P} \) is called **strongly NP-complete** if \( \mathcal{P} \in NP \) and there is a polynomial \( p \) such that \( \mathcal{P}_p \) is NP-complete.

**Proposition 15.39.** Unless \( P = NP \) there is no exact pseudopolynomial algorithm for any strongly NP-hard problem.
We give some famous examples:

**Theorem 15.40.**  **Integer Programming** is strongly NP-hard.

**Proof:** For an undirected graph $G$ the integer program \( \max \{ \mathbb{I} x : x \in \mathbb{Z}^{|V(G)|}, 0 \leq x \leq 1, x_v + x_w \leq 1 \text{ for } \{v, w\} \in E(G) \} \) has optimum value at least $k$ if and only if $G$ contains a stable set of cardinality $k$. Since $k \leq |V(G)|$ for all nontrivial instances $(G, k)$ of Stable Set, the result follows from Theorem 15.23. \qed

**TRAVELING SALESMAN PROBLEM (TSP)**

*Instance:* A complete graph $K_n (n \geq 3)$ and weights $c : E(K_n) \rightarrow \mathbb{Q}_+$. 

*Task:* Find a Hamiltonian circuit $T$ whose weight $\sum_{e \in E(T)} c(e)$ is minimum.

The vertices of a TSP-instance are often called cities, the weights are also referred to as distances.

**Theorem 15.41.** The TSP is strongly NP-hard.

**Proof:** We show that the TSP is NP-hard even when restricted to instances where all distances are 1 or 2. We describe a polynomial transformation from the Hamiltonian Circuit problem. Given a graph $G$ on $n$ vertices, we construct the following instance of TSP: Take one city for each vertex of $G$, and let the distances be 1 whenever the edge is in $E(G)$ and 2 otherwise. It is then obvious that $G$ is Hamiltonian if and only if the optimum TSP tour has length $n$. \qed

The proof also shows that the following decision problem is not easier than the TSP itself: Given an instance of the TSP and an integer $k$, is there a tour of length $k$ or less? A similar statement is true for a large class of discrete optimization problems:

**Proposition 15.42.** Let $\mathcal{F}$ and $\mathcal{F}'$ be (infinite) families of finite sets, and let $\mathcal{P}$ be the following optimization problem: Given a set $E \in \mathcal{F}$ and a function $c : E \rightarrow \mathbb{Z}$, find a set $F \subseteq E$ with $F \in \mathcal{F}'$ and $c(F)$ minimum (or decide that no such $F$ exists).

Then $\mathcal{P}$ can be solved in polynomial time if and only if the following decision problem can be solved in polynomial time: Given an instance $(E, c)$ of $\mathcal{P}$ and an integer $k$, is $\text{OPT}((E, c)) \leq k$? If the optimization problem is NP-hard, then so is this decision problem.

**Proof:** It suffices to show that there is an oracle algorithm for the optimization problem using the decision problem (the converse is trivial). Let $(E, c)$ be an instance of $\mathcal{P}$. We first determine $\text{OPT}((E, c))$ by binary search. Since there are at most $1 + \sum_{e \in E} |c(e)| \leq 2^{\text{size}(c)}$ possible values we can do this with $O(\text{size}(c))$ iterations, each including one oracle call.

Then we successively check for each element of $E$ whether there exists an optimum solution without this element. This can be done by increasing its weight
(say by one) and check whether this also increases the value of an optimum solution. If so, we keep the old weight, otherwise we indeed increase the weight. After checking all elements of $E$, those elements whose weight we did not change constitute an optimum solution.

Examples where this result applies are the TSP, the **Maximum Weight Clique Problem**, the **Shortest Path Problem** with nonnegative weights, the **Knapsack Problem**, and many others.

**Exercises**

1. Observe that there are more languages than Turing machines. Conclude that there are languages that cannot be decided by a Turing machine. Turing machines can also be encoded by binary strings. Consider the famous **Halting Problem**: Given two binary strings $x$ and $y$, where $x$ encodes a Turing machine $\Phi$, is $\text{time}(\Phi, y) < \infty$?

   Prove that the **Halting Problem** is undecidable (i.e. there is no algorithm for it).

   **Hint**: Assuming that there is such an algorithm $A$, construct a Turing machine which, on input $x$, first runs the algorithm $A$ on input $(x, x)$ and then terminates if and only if output$(A, (x, x)) = 0$.

2. Describe a Turing machine which compares two strings: it should accept as input a string $a \# b$ with $a, b \in \{0, 1\}^*$ and output 1 if $a = b$ and 0 if $a \neq b$.

3. A well-known machine model is the **RAM machine**: It works with an infinite sequence of registers $x_1, x_2, \ldots$ and one special register, the accumulator $Acc$. Each register can store an arbitrary large integer, possibly negative. A RAM program is a sequence of instructions. There are ten types of instructions (the meaning is illustrated on the right-hand side):

   - **WRITE** $k$  \hspace{1cm} $Acc := k$.
   - **LOAD** $k$  \hspace{1cm} $Acc := x_k$.
   - **LOADI** $k$  \hspace{1cm} $Acc := x_{x_i}$.
   - **STORE** $k$  \hspace{1cm} $x_k := Acc$.
   - **STOREI** $k$  \hspace{1cm} $x_{x_i} := Acc$.
   - **ADD** $k$  \hspace{1cm} $Acc := Acc + x_k$.
   - **SUBTR** $k$  \hspace{1cm} $Acc := Acc - x_k$.
   - **HALF** $k$  \hspace{1cm} $Acc := \lfloor Acc/2 \rfloor$.
   - **IFPOS** $i$  \hspace{1cm} If $Acc > 0$ then go to $\circ$.
   - **HALT**  \hspace{1cm} Stop.

   A RAM program is a sequence of $m$ instructions; each is one of the above, where $k \in \mathbb{Z}$ and $i \in \{1, \ldots, m\}$. The computation starts with instruction 1; it then proceeds as one would expect; we do not give a formal definition.
The above list of instructions may be extended. We say that a command can be simulated by a RAM program in time $n$ if it can be substituted by RAM commands so that the total number of steps in any computation increases by at most a factor of $n$.

(a) Show that the following commands can be simulated by small RAM programs in constant time:

**IFNEG** $k$  \hspace{1cm} \text{If } Acc < 0 \text{ then go to } \mathcal{R}.

**IFZERO** $k$  \hspace{1cm} \text{If } Acc = 0 \text{ then go to } \mathcal{R}.

(b) Show that the SUBTR and HALF commands can be simulated by RAM programs using only the other eight commands in $O(\text{size}(x_k))$ time and $O(\text{size}(Acc))$ time, respectively.

(c) Show that the following commands can be simulated by RAM programs in $O(n)$ time, where $n = \max\{\text{size}(x_k), \text{size}(Acc)\}$:

**MULT** $k$  \hspace{1cm} Acc := Acc $\cdot$ $x_k$.

**DIV** $k$  \hspace{1cm} Acc := $\lfloor$Acc$/x_k\rfloor$.

**MOD** $k$  \hspace{1cm} Acc := Acc $\mod$ $x_k$.

4. Let $f : \{0, 1\}^* \rightarrow \{0, 1\}^*$ be a mapping. Show that if there is a Turing machine $\Phi$ computing $f$, then there is a RAM program (cf. Exercise 3) such that the computation on input $x$ (in Acc) terminates after $O(\text{size}(x) + \text{time}(\Phi, x))$ steps with $Acc = f(x)$.

Show that if there is a RAM machine which, given $x$ in Acc, computes $f(x)$ in Acc in at most $g(\text{size}(x))$ steps, then there is a Turing machine computing $f$ with $\text{time}(\Phi, x) = O(g(\text{size}(x))^3)$.

5. Prove that the following two decision problems are in $NP$:

(a) Given two graphs $G$ and $H$, is $G$ isomorphic to a subgraph of $H$?

(b) Given a natural number $n$ (in binary encoding), is there a prime number $p$ with $n = p^p$?

6. Prove: If $\mathcal{P} \in NP$, then there exists a polynomial $p$ such that $\mathcal{P}$ can be solved by a deterministic algorithm having time complexity $O(2^{p(n)})$.

7. Let $\mathcal{Z}$ be a 2Sat instance, i.e. a collection of clauses over $X$ with two literals each. Consider a digraph $G(\mathcal{Z})$ as follows: $V(G)$ is the set of literals over $X$. There is an edge $(\lambda_1, \lambda_2) \in E(G)$ iff the clause $\{\lambda_1, \lambda_2\}$ is a member of $\mathcal{Z}$.

(a) Show that if, for some variable $x$, $x$ and $\overline{x}$ are in the same strongly connected component of $G(\mathcal{Z})$, then $\mathcal{Z}$ is not satisfiable.

(b) Show the converse of (a).

(c) Give a linear-time algorithm for 2Sat.

8. Describe a linear-time algorithm which for any instance of $\text{Satisfiability}$ finds a truth assignment satisfying at least half of the clauses.

9. Consider 3-OCCURRENCE SAT, which is $\text{Satisfiability}$ restricted to instances where each clause contains at most three literals and each variable occurs in at most three clauses. Prove that even this restricted version is $NP$-complete.
10. Let $\kappa : \{0, 1\}^m \rightarrow \{0, 1\}^m$ be a (not necessarily bijective) mapping, $m \geq 2$. For $x = x_1 \times \cdots \times x_n \in \{0, 1\}^m \times \cdots \times \{0, 1\}^m = \{0, 1\}^{nm}$ let $\kappa(x) := \kappa(x_1) \times \cdots \times \kappa(x_n)$, and for a decision problem $P = (X, Y)$ with $X \subseteq \bigcup_{n \in \mathbb{Z}_+} \{0, 1\}^m$ let $\kappa(P) := (\{\kappa(x) : x \in X\}, \{\kappa(x) : x \in Y\})$. Prove:
(a) For all codings $\kappa$ and all $P \in \text{NP}$ we have also $\kappa(P) \in \text{NP}$.
(b) If $\kappa(P) \in P$ for all codings $\kappa$ and all $P \in P$, then $P = \text{NP}$.
(Papadimitriou [1994])

11. Prove that Stable Set is $\text{NP}$-complete even if restricted to graphs whose maximum degree is 4.
*Hint:* Use Exercise 9.

12. Prove that the following problem, sometimes called Dominating Set, is $\text{NP}$-complete: Given an undirected graph $G$ and a number $k \in \mathbb{N}$, is there a set $X \subseteq V(G)$ with $|X| \leq k$ such that $X \cup \Gamma(X) = V(G)$?
*Hint:* Transformation from Vertex Cover.

13. The decision problem Clique is $\text{NP}$-complete. Is it still $\text{NP}$-complete (provided that $P \neq \text{NP}$) if restricted to
(a) bipartite graphs,
(b) planar graphs,
(c) 2-connected graphs?

14. Prove that the following problems are $\text{NP}$-complete:
(a) Hamiltonian Path and Directed Hamiltonian Path
   Given a graph $G$ (directed or undirected), does $G$ contain a Hamiltonian path?
(b) Shortest Path
   Given a graph $G$, weights $c : E(G) \rightarrow \mathbb{Z}$, two vertices $s, t \in V(G)$, and an integer $k$. Is there an $s$-$t$-path of weight at most $k$?
(c) 3-Matroid Intersection
   Given three matroids $(E, \mathcal{F}_1), (E, \mathcal{F}_2), (E, \mathcal{F}_3)$ (by independence oracles) and a number $k \in \mathbb{N}$, decide whether there is a set $F \in \mathcal{F}_1 \cap \mathcal{F}_2 \cap \mathcal{F}_3$ with $|F| \geq k$.
(d) Chinese Postman Problem
   Given graphs $G$ and $H$ with $V(G) = V(H)$, weights $c : E(H) \rightarrow \mathbb{Z}_+$ and an integer $k$. Is there a subset $F \subseteq E(H)$ with $c(F) \leq k$ such that
   \( (V(G), E(G) \cup F) \) is connected and Eulerian?

15. Either find a polynomial-time algorithm or prove $\text{NP}$-completeness for the following decision problems:
(a) Given an undirected graph $G$ and some $T \subseteq V(G)$, is there a spanning tree in $G$ such that all vertices in $T$ are leaves?
(b) Given an undirected graph $G$ and some $T \subseteq V(G)$, is there a spanning tree in $G$ such that all leaves are elements of $T$?
(c) Given a digraph $G$, weights $c : E(G) \rightarrow \mathbb{R}$, a set $T \subseteq V(G)$ and a number $k$, is there a branching $B$ with $|\delta_B^-(x)| \leq 1$ for all $x \in T$ and $c(B) \geq k$?
16. Prove that the following decision problem belongs to coNP: Given a matrix $A \in \mathbb{Q}^{m \times n}$ and a vector $b \in \mathbb{Q}^n$, is the polyhedron $\{x : Ax \leq b\}$ integral? 
*Hint:* Use Proposition 3.8, Lemma 5.10, and Theorem 5.12.
*Note:* The problem is not known to be in NP.

17. Show that the following problem is NP-hard (it is not known to be in NP): Given an instance of SATISFIABILITY, does the majority of all truth assignments satisfy all the clauses?

18. Show that PARTITION polynomially transforms to the following problem (which is thus NP-hard; it is not known to be in NP):

<table>
<thead>
<tr>
<th>K-TH HEAVIEST SUBSET</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Instance:</strong> Integers $c_1, \ldots, c_n, K, L$.</td>
</tr>
<tr>
<td><strong>Question:</strong> Are there $K$ distinct subsets $S_1, \ldots, S_K \subseteq {1, \ldots, n}$ such that $\sum_{j \in S_i} c_j \geq L$ for $i = 1, \ldots, K$?</td>
</tr>
</tbody>
</table>

*Hint:* Define $K$ and $L$ appropriately.

19. Prove that the following problem is NP-hard:

<table>
<thead>
<tr>
<th>MAXIMUM WEIGHT CUT PROBLEM</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Instance:</strong> An undirected graph $G$ and weights $c : E(G) \rightarrow \mathbb{Z}_+$.</td>
</tr>
<tr>
<td><strong>Task:</strong> Find a cut in $G$ with maximum total weight.</td>
</tr>
</tbody>
</table>

*Hint:* Transformation from PARTITION.
*Note:* The problem is in fact strongly NP-hard; see Exercise 3 of Chapter 16. (Karp [1972])
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16. Approximation Algorithms

In this chapter we introduce the important concept of approximation algorithms. So far we have dealt mostly with polynomially solvable problems. In the remaining chapters we shall indicate some strategies to cope with $NP$-hard combinatorial optimization problems. Here approximation algorithms must be mentioned in the first place.

The ideal case is when the solution is guaranteed to differ from the optimum solution by a constant only:

**Definition 16.1.** An absolute approximation algorithm for an optimization problem $P$ is a polynomial-time algorithm $A$ for $P$ for which there exists a constant $k$ such that

$$|A(I) - OPT(I)| \leq k$$

for all instances $I$ of $P$.

Unfortunately, an absolute approximation algorithm is known for very few classical $NP$-hard optimization problems. We shall discuss two major examples, the Edge-Colouring Problem and the Vertex-Colouring Problem in planar graphs in Section 16.2.

In most cases we must be satisfied with relative performance guarantees. Here we have to restrict ourselves to problems with nonnegative weights.

**Definition 16.2.** Let $P$ be an optimization problem with nonnegative weights and $k \geq 1$. A $k$-factor approximation algorithm for $P$ is a polynomial-time algorithm $A$ for $P$ such that

$$\frac{1}{k}OPT(I) \leq A(I) \leq kOPT(I)$$

for all instances $I$ of $P$. We also say that $A$ has performance ratio $k$.

The first inequality applies to maximization problems, the second one to minimization problems. Note that for instances $I$ with $OPT(I) = 0$ we require an exact solution. The 1-factor approximation algorithms are precisely the exact polynomial-time algorithms.

In Section 13.4 we saw that the Best-In-Greedy Algorithm for the Maximization Problem for an independence system $(E, F)$ has performance ratio $\frac{1}{q(E, F)}$ (Theorem 13.19). In the following sections and chapters we shall illustrate the above definitions and analyse the approximability of various $NP$-hard problems. We start with covering problems.
16.1 Set Covering

In this section we focus on the following quite general problem:

**Minimum Weight Set Cover Problem**

**Instance:** A set system \((U, \mathcal{S})\) with \(\bigcup_{S \in \mathcal{S}} S = U\), weights \(c : \mathcal{S} \to \mathbb{R}_+\).

**Task:** Find a minimum weight set cover of \((U, \mathcal{S})\), i.e. a subfamily \(\mathcal{R} \subseteq \mathcal{S}\) such that \(\bigcup_{R \in \mathcal{R}} R = U\).

If \(|\{S \in \mathcal{S} : x \in S\}| = 2\) for all \(x \in U\), we get the Minimum Weight Vertex Cover Problem, which is a special case: given a graph \(G\) and \(c : V(G) \to \mathbb{R}_+\), the corresponding set covering instance is defined by \(U := E(G)\), \(\mathcal{S} := \{\delta(v) : v \in V(G)\}\) and \(c(\delta(v)) := c(v)\) for all \(v \in V(G)\). As the Minimum Weight Vertex Cover Problem is \(NP\)-hard even for unit weights (Theorem 15.24), so is the Minimum Set Cover Problem.

Johnson [1974] and Lovász [1975] proposed a simple greedy algorithm for the Minimum Set Cover Problem: in each iteration, pick a set which covers a maximum number of elements not already covered. Chvátal [1979] generalized this algorithm to the weighted case:

**Greedy Algorithm For Set Cover**

**Input:** A set system \((U, \mathcal{S})\) with \(\bigcup_{S \in \mathcal{S}} S = U\), weights \(c : \mathcal{S} \to \mathbb{R}_+\).

**Output:** A set cover \(\mathcal{R}\) of \((U, \mathcal{S})\).

1. Set \(\mathcal{R} := \emptyset\) and \(W := \emptyset\).
2. While \(W \neq U\) do:
   - Choose a set \(R \in \mathcal{S} \setminus \mathcal{R}\) for which \(\frac{c(R)}{|R| - |W|}\) is minimum.
   - Set \(\mathcal{R} := \mathcal{R} \cup \{R\}\) and \(W := W \cup R\).

The running time is obviously \(O(|U||S|)\). The following performance guarantee can be proved:

**Theorem 16.3.** (Chvátal [1979]) For any instance \((U, \mathcal{S}, c)\) of the Minimum Weight Set Cover Problem, the Greedy Algorithm For Set Cover finds a set cover whose weight is at most \(H(r) \text{OPT}(U, \mathcal{S}, c)\), where \(r := \max_{S \in \mathcal{S}} |S|\) and \(H(r) = 1 + \frac{1}{2} + \cdots + \frac{1}{r}\).

**Proof:** Let \((U, \mathcal{S}, c)\) be an instance of the Minimum Weight Set Cover Problem, and let \(\mathcal{R} = \{R_1, \ldots, R_k\}\) be the solution found by the above algorithm, where \(R_i\) is the set chosen in the \(i\)-th iteration. For \(j = 0,\ldots,k\) let \(W_j := \bigcup_{i=1}^j R_i\).

For each \(e \in U\) let \(j(e) := \min\{j \in \{1, \ldots, k\} : e \in R_j\}\) be the iteration where \(e\) is covered. Let

\[ y(e) := \frac{c(R_{j(e)})}{|R_{j(e)} \setminus W_{j(e)-1}|}. \]
Let $S \in \mathcal{S}$ be fixed, and let $k' := \max\{j(e) : e \in S\}$. We have

$$\sum_{e \in S} y(e) = \sum_{i=1}^{k'} \sum_{e \in S: j(e) = i} y(e)$$

$$= \sum_{i=1}^{k'} \frac{c(R_i)}{|R_i \setminus W_{i-1}|} |S \cap (W_i \setminus W_{i-1})|$$

$$= \sum_{i=1}^{k'} \frac{c(R_i)}{|R_i \setminus W_{i-1}|} (|S \setminus W_{i-1}| - |S \setminus W_{i}|)$$

$$\leq \sum_{i=1}^{k'} \frac{c(S)}{|S \setminus W_{i-1}|} (|S \setminus W_{i-1}| - |S \setminus W_{i}|)$$

by the choice of the $R_i$ in 2 (observe that $S \setminus W_{i-1} \neq \emptyset$ for $i = 1, \ldots, k'$). By writing $s_i := |S \setminus W_{i-1}|$ we get

$$\sum_{e \in S} y(e) \leq c(S) \sum_{i=1}^{k'} \frac{s_i - s_{i+1}}{s_i}$$

$$\leq c(S) \sum_{i=1}^{k'} \left( \frac{1}{s_i} + \frac{1}{s_i - 1} + \cdots + \frac{1}{s_{i+1} + 1} \right)$$

$$= c(S) \sum_{i=1}^{k'} (H(s_i) - H(s_{i+1}))$$

$$= c(S) (H(s_1) - H(s_{k'+1}))$$

$$\leq c(S) H(s_1).$$

Since $s_1 = |S| \leq r$, we conclude that

$$\sum_{e \in S} y(e) \leq c(S) H(r).$$

We sum over all $S \in \mathcal{O}$ for an optimum set cover $\mathcal{O}$ and obtain

$$c(\mathcal{O}) H(r) \geq \sum_{S \in \mathcal{O}} \sum_{e \in S} y(e)$$

$$\geq \sum_{e \in U} y(e)$$

$$= \sum_{i=1}^{k} \sum_{e \in U: j(e) = i} y(e)$$

$$= \sum_{i=1}^{k} c(R_i) = c(\mathcal{R}).$$
For a slightly tighter analysis of the non-weighted case, see Slavík [1997]. Raz and Safra [1997] discovered that there exists a constant $c > 0$ such that, unless $P = NP$, no approximation ratio of $c \ln |U|$ can be achieved. Indeed, an approximation ratio of $c \ln |U|$ cannot be achieved for any $c < 1$ unless each problem in $NP$ can be solved in $O(n^{O(\log \log n)})$ time (Feige [1998]).

The Minimum Weight Edge Cover Problem is obviously a special case of the Minimum Weight Set Cover Problem. Here we have $r = 2$ in Theorem 16.3, hence the above algorithm is a $\frac{3}{2}$-factor approximation algorithm in this special case. However, the problem can also be solved optimally in polynomial time; cf. Exercise 11 of Chapter 11.

For the Minimum Vertex Cover Problem, the above algorithm reads as follows:

<table>
<thead>
<tr>
<th>Greedy Algorithm for Vertex Cover</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Input:</strong> A graph $G$.</td>
</tr>
<tr>
<td><strong>Output:</strong> A vertex cover $R$ of $G$.</td>
</tr>
</tbody>
</table>

1. Set $R := \emptyset$.
2. While $E(G) \neq \emptyset$ do:
   - Choose a vertex $v \in V(G) \setminus R$ with maximum degree.
   - Set $R := R \cup \{v\}$ and delete all edges incident to $v$.

This algorithm looks reasonable, so one might ask for which $k$ it is a $k$-factor approximation algorithm. It may be surprising that there is no such $k$. Indeed, the bound given in Theorem 16.3 is almost best possible:

**Theorem 16.4.** (Johnson [1974], Papadimitriou and Steiglitz [1982]) For all $n \geq 3$ there is an instance $G$ of the Minimum Vertex Cover Problem such that $nH(n-1) + 2 \leq |V(G)| \leq nH(n-1) + n$, the maximum degree of $G$ is $n-1$, $OPT(G) = n$, and the above algorithm can find a vertex cover containing all but $n$ vertices.

**Proof:** For each $n \geq 3$ and $i \leq n$ we define $A_n^i := \sum_{j=2}^i \left\lfloor \frac{n}{j} \right\rfloor$ and

\[
V(G_n) := \{a_1, \ldots, a_{A_n^{n-1}}, b_1, \ldots, b_n, c_1, \ldots, c_n\}.
\]

\[
E(G_n) := \{\{b_i, c_i\} : i = 1, \ldots, n\} \cup \\
\bigcup_{i=2}^{n-1} \bigcup_{j=A_n^{i-1}+1}^{A_n^i} \{\{a_j, b_k\} : (j - A_n^{i-1} - 1)i + 1 \leq k \leq (j - A_n^{i-1})i\}.
\]

Observe that $|V(G_n)| = 2n + A_n^{n-1}$, $A_n^{n-1} \leq nH(n-1) - n$ and $A_n^{n-1} \geq nH(n-1) - n - (n - 2)$. Figure 16.1 shows $G_6$.

If we apply our algorithm to $G_n$, it may first choose vertex $a_{A_n^{n-1}}$ (because it has maximum degree), and subsequently the vertices $a_{A_n^{n-1}-1}, a_{A_n^{n-1}-2}, \ldots, a_1$. After this there are $n$ disjoint edges left, so $n$ more vertices are needed. Hence the
constructed vertex cover consists of $A_n^{n-1} + n$ vertices, while the optimum vertex cover $\{b_1, \ldots, b_n\}$ has size $n$. \qed

There are, however, 2-factor approximation algorithms for the Minimum Vertex Cover Problem. The simplest one is due to Gavril (see Garey and Johnson [1979]): just find any maximal matching $M$ and take the ends of all edges in $M$. This is obviously a vertex cover and contains $2|M|$ vertices. Since any vertex cover must contain $|M|$ vertices (no vertex covers two edges of $M$), this is a 2-factor approximation algorithm.

This performance guarantee is tight: simply think of a graph consisting of many disjoint edges. It may be surprising that the above is the best known approximation algorithm for the Minimum Vertex Cover Problem. Later we shall show that – unless $P = NP$ – there is a number $k > 1$ such that no $k$-factor approximation algorithm exists unless $P = NP$ (Theorem 16.39). Indeed, a 1.36-factor approximation algorithm does not exist unless $P = NP$ (Dinur and Safra [2002]).

At least Gavril’s algorithm can be extended to the weighted case. We present the algorithm of Bar-Yehuda and Even [1981], which is applicable to the general Minimum Weight Set Cover Problem:

**Bar-Yehuda-Even Algorithm**

*Input:* A set system $(U, S)$ with $\bigcup_{S \in S} S = U$, weights $c : S \to \mathbb{R}_+$.  

*Output:* A set cover $\mathcal{R}$ of $(U, S)$.

1. Set $\mathcal{R} := \emptyset$ and $W := \emptyset$. Set $y(e) := 0$ for all $e \in U$.  
   Set $c'(S) := c(S)$ for all $S \in S$.  

---

Fig. 16.1.
② While \( W \neq U \) do:

Choose an element \( e \in U \setminus W \).

Let \( R \in S \) with \( e \in R \) and \( c'(R) \) minimum. Set \( y(e) := c'(R) \).

Set \( c'(S) := c'(S) - y(e) \) for all \( S \in S \) with \( e \in S \).

Set \( R := R \cup \{ R \} \) and \( W := W \cup R \).

---

**Theorem 16.5.** (Bar-Yehuda and Even [1981]) *For any instance \((U, S, c)\) of the Minimum Weight Set Cover Problem, the Bar-Yehuda-Even Algorithm finds a set cover whose weight is at most \( p \opt(U, S, c) \), where \( p := \max_{e \in U} |\{ S \in S : e \in S \}| \).*

**Proof:** The Minimum Weight Set Cover Problem can be written as the integer linear program

\[
\min \left\{ cx : Ax \geq \mathbb{1}, x \in \{0, 1\}^S \right\},
\]

where \( A \) is the matrix whose rows correspond to the elements of \( U \) and whose columns are the incidence vectors of the sets in \( S \). The optimum of the LP relaxation

\[
\min \{ cx : Ax \geq \mathbb{1}, x \geq 0 \}
\]

is a lower bound for \( \opt(U, S, c) \) (the omission of the constraints \( x \leq \mathbb{1} \) does not change the optimum value of this LP). Hence, by Proposition 3.12, the optimum of the dual LP

\[
\max \{ y \mathbb{1} : yA \leq c, y \geq 0 \}
\]

is also a lower bound for \( \opt(U, S, c) \).

Now observe that \( c'(S) \geq 0 \) for all \( S \in S \) at any stage of the algorithm. Hence \( y \geq 0 \) and \( \sum_{e \in S} y(e) \leq c(S) \) for all \( S \in S \), i.e. \( y \) is a feasible solution of the dual LP and

\[
y \mathbb{1} \leq \max \{ y \mathbb{1} : yA \leq c, y \geq 0 \} \leq \opt(U, S, c) .
\]

Finally observe that

\[
c(R) = \sum_{R \in \mathcal{R}} c(R)
\]

\[
= \sum_{R \in \mathcal{R}} \sum_{e \in R} y(e)
\]

\[
\leq \sum_{e \in U} py(e)
\]

\[
= py \mathbb{1}
\]

\[
\leq p \opt(U, S, c) .
\]

Since we have \( p = 2 \) in the vertex cover case, this is a 2-factor approximation algorithm for the Minimum Weight Vertex Cover Problem. The first 2-factor approximation algorithm was due to Hochbaum [1982]. She proposed finding an optimum solution \( y \) of the dual LP in the above proof and taking all sets \( S \) with
\( \sum_{e \in S} y(e) = c(S) \). The advantage of the Bar-Yehuda-Even Algorithm is that it does not explicitly use linear programming. In fact it can easily be implemented with \( O(\sum_{s \in S}|S|) \) time.

### 16.2 Colouring

In this section we briefly discuss two more well-known special cases of the Minimum Set Cover Problem: We want to partition the vertex set of a graph into stable sets, or the edge set of a graph into matchings:

**Definition 16.6.** Let \( G \) be an undirected graph. A **vertex-colouring** of \( G \) is a mapping \( f : V(G) \to \mathbb{N} \) with \( f(v) \neq f(w) \) for all \( \{v, w\} \in E(G) \). An **edge-colouring** of \( G \) is a mapping \( f : E(G) \to \mathbb{N} \) with \( f(e) \neq f(e') \) for all \( e, e' \in E(G) \) with \( e \neq e' \) and \( e \cap e' \neq \emptyset \).

The number \( f(v) \) or \( f(e) \) is called the **colour** of \( v \) or \( e \). In other words, the set of vertices or edges with the same colour (\( f \)-value) must be a stable set, or a matching, respectively. Of course we are interested in using as few colours as possible:

<table>
<thead>
<tr>
<th><strong>Vertex-Colouring Problem</strong></th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Instance:</strong> An undirected graph ( G ).</td>
</tr>
<tr>
<td><strong>Task:</strong> Find a vertex-colouring ( f : V(G) \to {1, \ldots, k} ) of ( G ) with minimum ( k ).</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th><strong>Edge-Colouring Problem</strong></th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Instance:</strong> An undirected graph ( G ).</td>
</tr>
<tr>
<td><strong>Task:</strong> Find an edge-colouring ( f : E(G) \to {1, \ldots, k} ) of ( G ) with minimum ( k ).</td>
</tr>
</tbody>
</table>

Reducing these problems to the Minimum Set Cover Problem is not very useful: for the **Vertex-Colouring Problem** we would have to list the maximal stable sets (an \( NP \)-hard problem), while for the **Edge-Colouring Problem** we would have to reckon with exponentially many maximal matchings.

The optimum value of the **Vertex-Colouring Problem** (i.e. the minimum number of colours) is called the **chromatic number** of the graph. The optimum value of the **Edge-Colouring Problem** is called the **edge-chromatic number** or sometimes the chromatic index. Both colouring problems are \( NP \)-hard:

**Theorem 16.7.** The following decision problems are \( NP \)-complete:

(a) (Holyer [1981]) Decide whether a given simple graph has edge-chromatic number 3.
(b) (Stockmeyer [1973]) Decide whether a given planar graph has chromatic number 3.

The problems remain NP-hard even when the graph has maximum degree three in (a), and maximum degree four in (b).

**Proposition 16.8.** For any given graph we can decide in linear time whether the chromatic number, or the edge-chromatic number, is less than 3, and if so, find an optimum colouring.

**Proof:** A graph has chromatic number 1 iff it has no edges. By definition, the graphs with chromatic number at most 2 are precisely the bipartite graphs. By Proposition 2.27 we can check in linear time whether a graph is bipartite and in the positive case find a bipartition, i.e. a vertex-colouring with two colours.

To check whether the edge-chromatic number of a graph $G$ is less than 3 (and, if so, find an optimum edge-colouring) we simply consider the Vertex-Colouring Problem in the line graph of $G$. This is obviously equivalent. 

For bipartite graphs, the Edge-Colouring Problem can be solved, too:

**Theorem 16.9.** (König [1916]) The edge-chromatic number of a bipartite graph $G$ equals the maximum degree of a vertex in $G$.

**Proof:** By induction on $|E(G)|$. Let $G$ be a graph with maximum degree $k$, and let $e = \{v, w\}$ be an edge. By the induction hypothesis, $G - e$ has an edge-colouring $f$ with $k$ colours. There are colours $i, j \in \{1, \ldots, k\}$ such that $f(e') \neq i$ for all $e' \in \delta(v)$ and $f(e') \neq j$ for all $e' \in \delta(w)$. If $i = j$, we are done since we can extend $f$ to $G$ by giving $e$ colour $i$.

The graph $H = (V(G), \{e' \in E(G) \setminus e : f(e') \in \{i, j\}\})$ has maximum degree 2, and $v$ has degree at most 1 in $H$. Consider the maximal path $P$ in $H$ with endpoint $v$. The colours alternate on $P$; hence the other endpoint of $P$ cannot be $w$. Exchange the colours $i$ and $j$ on $P$ and extend the edge-colouring to $G$ by giving $e$ colour $j$.

The maximum degree of a vertex is an obvious lower bound on the edge-chromatic number of any graph. It is not always attained as the triangle $K_3$ shows. The following theorem shows how to find an edge-colouring of a given simple graph which needs at most one more colour than necessary:

**Theorem 16.10.** (Vizing [1964]) Let $G$ be an undirected simple graph with maximum degree $k$. Then $G$ has an edge-colouring with at most $k + 1$ colours, and such a colouring can be found in polynomial time.

**Proof:** By induction on $|E(G)|$. If $G$ has no edges, the assertion is trivial. Otherwise let $e = \{x, y_0\}$ be any edge; by the induction hypothesis there exists an edge-colouring $f$ of $G - e$ with $k + 1$ colours. For each vertex $v$ choose a colour $n(v) \in \{1, \ldots, k + 1\} \setminus \{f(w) : w \in \delta_{G-e}(v)\}$ missing at $v$. 

Starting from $y_0$, construct a maximal sequence $y_0, y_1, \ldots, y_t$ of distinct neighbours of $x$ such that $n(y_{i-1}) = f([x, y_i])$ for $i = 1, \ldots, t$.

If no edge incident to $x$ is coloured $n(y_i)$, then we construct an edge-colouring $f'$ of $G$ from $f$ by setting $f'([x, y_{i-1}]) := f([x, y_i])$ $(i = 1, \ldots, t)$ and $f'([x, y_t]) := n(y_t)$. So we assume that there is an edge incident to $x$ with colour $n(y_t)$; by the maximality of $t$ we have $f([x, y_s]) = n(y_i)$ for some $s \in \{1, \ldots, t-1\}$.

Consider the maximum path $P$ starting at $y_t$ in the graph $(V(G), \{e' \in E(G - e) : f(e') \in \{n(x), n(y_t)\}\})$ (this graph has maximum degree 2). We distinguish two cases.

If $P$ does not end in $y_{s-1}$, then we can construct an edge-colouring $f'$ of $G$ from $f$ as follows: exchange colours $n(x)$ and $n(y_t)$ on $P$, set $f'([x, y_{i-1}]) := f([x, y_i])$ $(i = 1, \ldots, t)$ and $f'([x, y_t]) := n(x)$.

If $P$ ends in $y_{s-1}$, then the last edge of $P$ has colour $n(x)$, since colour $n(y_t) = f([x, y_t]) = n(y_{s-1})$ is missing at $y_{s-1}$. We construct an edge-colouring $f'$ of $G$ from $f$ as follows: exchange colours $n(x)$ and $n(y_t)$ on $P$, set $f'([x, y_{i-1}]) := f([x, y_i])$ $(i = 1, \ldots, s-1)$ and $f'([x, y_{s-1}]) := n(x)$.

Vizing’s Theorem implies an absolute approximation algorithm for the Edge-Colouring Problem in simple graphs. If we allow parallel edges the statement is no longer true: by replacing each edge of the triangle $K_3$ by $r$ parallel edges we obtain a $2r$-regular graph with edge-chromatic number $3r$.

We now turn to the Vertex-Colouring Problem. The maximum degree also gives an upper bound on the chromatic number:

**Theorem 16.11.** Let $G$ be an undirected graph with maximum degree $k$. Then $G$ has an vertex-colouring with at most $k + 1$ colours, and such a colouring can be found in linear time.

**Proof:** The following Greedy Colouring Algorithm obviously finds such a colouring.

<table>
<thead>
<tr>
<th>Greedy Colouring Algorithm</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Input:</strong> An undirected graph $G$.</td>
</tr>
<tr>
<td><strong>Output:</strong> A vertex-colouring of $G$.</td>
</tr>
</tbody>
</table>

1. Let $V(G) = \{v_1, \ldots, v_n\}$.
2. For $i := 1$ to $n$ do:
   - Set $f(v_i) := \min\{k \in \mathbb{N} : k \neq f(v_j) \text{ for all } j < i \text{ with } v_j \in \Gamma(v_i)\}$.

For complete graphs and for odd circuits one evidently needs $k + 1$ colours, where $k$ is the maximum degree. For all other connected graphs $k$ colours suffice, as Brooks [1941] showed. However, the maximum degree is not a lower bound on the chromatic number: any star $K_{1,n}$ ($n \in \mathbb{N}$) has chromatic number 2. Therefore
these results do not lead to an approximation algorithm. In fact, no algorithms for the VERTEX-COLOURING PROBLEM with a reasonable performance guarantee for general graphs are known; see Khanna, Linial and Safra [2000].

Since the maximum degree is not a lower bound for the chromatic number one can consider the maximum size of a clique. Obviously, if a graph $G$ contains a clique of size $k$, then the chromatic number of $G$ is at least $k$. As the pentagon (circuit of length five) shows, the chromatic number can exceed the maximum clique size. Indeed, there are graphs with arbitrary large chromatic number that contain no $K_3$. This motivates the following definition, which is due to Berge [1961,1962]:

**Definition 16.12.** A graph $G$ is **perfect** if $\chi(H) = \omega(H)$ for every induced subgraph $H$ of $G$, where $\chi(H)$ is the chromatic number and $\omega(H)$ is the maximum cardinality of a clique in $H$.

It follows immediately that the decision problem whether a given perfect graph has chromatic number $k$ has a good characterization (belongs to $NP \cap coNP$). Some examples of perfect graphs can be found in Exercise 11. A polynomial-time algorithm for recognizing perfect graphs has been found by Chudnovsky et al. [2005].

Berge [1961] conjectured that a graph is perfect if and only if it contains neither an odd circuit of length at least five nor the complement of such a circuit as an induced subgraph. This so-called strong perfect graph theorem has been proved by Chudnovsky et al. [2002]. Thirty years before, Lovász [1972] proved the weaker assertion that a graph is perfect iff its complement is perfect. This is known as the weak perfect graph theorem; to prove it we need a lemma:

**Lemma 16.13.** Let $G$ be a perfect graph and $x \in V(G)$. Then the graph $G' := (V(G) \cup \{y\}, E(G) \cup \{(y, v) : v \in \{x\} \cup \Gamma(x)\})$, resulting from $G$ by adding a new vertex $y$ which is joined to $x$ and to all neighbours of $x$, is perfect.

**Proof:** By induction on $|V(G)|$. The case $|V(G)| = 1$ is trivial since $K_2$ is perfect. Now let $G$ be a perfect graph with at least two vertices. Let $x \in V(G)$, and let $G'$ arise by adding a new vertex $y$ adjacent to $x$ and all its neighbours. It suffices to prove that $\omega(G') = \chi(G')$, since for proper subgraphs $H$ of $G'$ this follows from the induction hypothesis: either $H$ is a subgraph of $G$ and thus perfect, or it arises from a proper subgraph of $G$ by adding a vertex $y$ as above.

Since we can colour $G'$ with $\chi(G) + 1$ colours easily, we may assume that $\omega(G') = \omega(G)$. Then $x$ is not contained in any maximum clique of $G$. Let $f$ be a vertex-colouring of $G$ with $\chi(G)$ colours, and let $X := \{v \in V(G) : f(v) = f(x)\}$. We have $\omega(G - X) = \chi(G - X) = \chi(G) - 1 = \omega(G) - 1$ and thus $\omega(G - (X \setminus \{x\})) = \omega(G) - 1$ (as $x$ does not belong to any maximum clique of $G$). Since $(X \setminus \{x\}) \cup \{y\} = V(G') \setminus V(G - (X \setminus \{x\}))$ is a stable set, we have

$$
\chi(G') = \chi(G - (X \setminus \{x\})) + 1 = \omega(G - (X \setminus \{x\})) + 1 = \omega(G) = \omega(G').
$$

\[\square\]
Theorem 16.14. (Lovász [1972], Fulkerson [1972], Chvátal [1975]) For a simple graph $G$ the following statements are equivalent:

(a) $G$ is perfect.
(b) The complement of $G$ is perfect.
(c) The stable set polytope, i.e. the convex hull of the incidence vectors of the stable sets of $G$, is given by:

$$
\left\{ \mathbf{x} \in \mathbb{R}^{V(G)}_+ : \sum_{v \in S} x_v \leq 1 \text{ for all cliques } S \text{ in } G \right\}.
$$

(16.1)

Proof: We prove (a)$\Rightarrow$(c)$\Rightarrow$(b). This suffices, since applying (a)$\Rightarrow$(b) to the complement of $G$ yields (b)$\Rightarrow$(a).

(a)$\Rightarrow$(c): Evidently the stable set polytope is contained in (16.1). To prove the other inclusion, let $x$ be a rational vector in the polytope (16.1); we may write $x_v = \frac{p_v}{q}$, where $q \in \mathbb{N}$ and $p_v \in \mathbb{Z}_+$ for $v \in V(G)$. Replace each vertex $v$ by a clique of size $p_v$; i.e. consider $G'$ defined by

$$
V(G') := \{(v, i) : v \in V(G), 1 \leq i \leq p_v\},
$$

$$
E(G') := \{((v, i),(v, j)) : v \in V(G), 1 \leq i < j \leq p_v\} \cup \{((v, i),(w, j)) : \{v, w\} \in E(G), 1 \leq i \leq p_v, 1 \leq j \leq p_w\}.
$$

Lemma 16.13 implies that $G'$ is perfect. For an arbitrary clique $X'$ in $G'$ let $X := \{v \in V(G) : (v, i) \in X' \text{ for some } i\}$ be its projection to $G$ (also a clique); we have

$$
|X'| \leq \sum_{v \in X} p_v = q \sum_{v \in X} x_v = q.
$$

So $\omega(G') \leq q$. Since $G'$ is perfect, it thus has a vertex-colouring $f$ with at most $q$ colours. For $v \in V(G)$ and $i = 1, \ldots, q$ let $a_{i,v} := 1$ if $f((v, j)) = i$ for some $j$ and $a_{i,v} := 0$ otherwise. Then $\sum_{i=1}^q a_{i,v} = p_v$ for all $v \in V(G)$ and hence

$$
x = \left(\frac{p_v}{q}\right)_{v \in V(G)} = \frac{1}{q} \sum_{i=1}^q a_i
$$

is a convex combination of incidence vectors of stable sets, where $a_i = (a_{i,v})_{v \in V(G)}$.

(c)$\Rightarrow$(b): We show by induction on $|V(G)|$ that if (16.1) is integral then the complement of $G$ is perfect. Since graphs with less than three vertices are perfect, let $G$ be a graph with $|V(G)| \geq 3$ where (16.1) is integral.

We have to show that the vertex set of any induced subgraph $H$ of $G$ can be partitioned into $\alpha(H)$ cliques, where $\alpha(H)$ is the size of a maximum stable set in $H$. For proper subgraphs $H$ this follows from the induction hypothesis, since (by Theorem 5.12) every face of the integral polytope (16.1) is integral, in particular the face defined by the supporting hyperplanes $x_v = 0$ ($v \in V(G) \setminus V(H)$).

So it remains to prove that $V(G)$ can be partitioned into $\alpha(G)$ cliques. The equation $1 \mathbf{x} = \alpha(G)$ defines a supporting hyperplane of (16.1), so
\[ \left\{ x \in \mathbb{R}_+^{V(G)} : \sum_{v \in S} x_v \leq 1 \text{ for all cliques } S \text{ in } G, \sum_{v \in V(G)} x_v = \alpha(G) \right\} \tag{16.2} \]

is a face of (16.1). This face is contained in some facets, which cannot all be of the form \( \{ x \in (16.1) : x_v = 0 \} \) for some \( v \) (otherwise the origin would belong to the intersection). Hence there is some clique \( S \) in \( G \) such that \( \sum_{v \in S} x_v = 1 \) for all \( x \) in (16.2). Hence this clique \( S \) intersects each maximum stable set of \( G \). Now by the induction hypothesis, the vertex set of \( G - S \) can partitioned into \( \alpha(G - S) = \alpha(G) - 1 \) cliques. Adding \( S \) concludes the proof. \( \square \)

This proof is due to Lovász [1979]. Indeed, the inequality system defining (16.1) is TDI for perfect graphs (Exercise 12). With some more work one can prove that for perfect graphs the VERTEX-COLOURING PROBLEM, the MAXIMUM WEIGHT STABLE SET PROBLEM and the MAXIMUM WEIGHT CLIQUE PROBLEM can be solved in strongly polynomial time. Although these problems are all \( NP \)-hard for general graphs (Theorem 15.23, Corollary 15.24, Theorem 16.7(b)), there is a number (the so-called theta-function of the complement graph, introduced by Lovász [1979]) which is always between the maximum clique size and the chromatic number, and which can be computed in polynomial time for general graphs using the ELLIPSOID METHOD. The details are a bit involved; see Grötschel, Lovász and Schrijver [1988].

One of the best known problems in graph theory has been the four colour problem: is it true that every planar map can be coloured with four colours such that no two countries with a common border have the same colour? If we consider the countries as regions and switch to the planar dual graph, this is equivalent to asking whether every planar graph has a vertex-colouring with four colours. Appel and Haken [1977] and Appel, Haken and Koch [1977] proved that this is indeed true: every planar graph has chromatic number at most 4. For a simpler proof of the Four Colour Theorem (which nevertheless is based on a case checking by a computer) see Robertson et al. [1997]. We prove the following weaker result, known as the Five Colour Theorem:

**Theorem 16.15.** (Heawood [1890]) *Any planar graph has a vertex-colouring with at most five colours, and such a colouring can be found in polynomial time.*

**Proof:** By induction on \( |V(G)| \). We may assume that \( G \) is simple, and we fix an arbitrary planar embedding \( \Phi = (\psi, (J_e)_{e \in E(G)}) \) of \( G \). By Corollary 2.33, \( G \) has a vertex \( v \) of degree five or less. By the induction hypothesis, \( G - v \) has a vertex-colouring \( f \) with at most 5 colours. We may assume that \( v \) has degree 5 and all neighbours have different colours; otherwise we can easily extend the colouring to \( G \).

Let \( w_1, w_2, w_3, w_4, w_5 \) be the neighbours of \( v \) in the cyclic order in which the polygonal arcs \( J_{\{v,w_i\}} \) leave \( v \).

We first claim that there are no vertex-disjoint paths \( P \) from \( w_1 \) to \( w_3 \) and \( Q \) from \( w_2 \) to \( w_4 \) in \( G - v \). To prove this, let \( P \) be a \( w_1-w_3 \)-path, and let \( C \) be
the circuit in $G$ consisting of $P$ and the edges $\{v, w_1\}, \{v, w_3\}$. By Theorem 2.30 $R^2 \setminus \bigcup_{e \in E(C)} J_e$ splits into two connected regions, and $v$ is on the boundary of both regions. Hence $w_2$ and $w_4$ belong to different regions of that set, implying that every $w_2$-$w_4$-path in $G$ must contain a vertex of $C$.

Let $X$ be the connected component of the graph $G[[x \in V(G) \setminus \{v\} : f(x) \in \{f(w_1), f(w_3)\}]]$ which contains $w_1$. If $X$ does not contain $w_3$, we can exchange the colours in $X$ and afterwards extend the colouring to $G$ by colouring $v$ with the old colour of $w_1$. So we may assume that there is a $w_1$-$w_3$-path $P$ containing only vertices coloured with $f(w_1)$ or $f(w_3)$.

Analogously, we are done if there is no $w_2$-$w_4$-path $Q$ containing only vertices coloured with $f(w_2)$ or $f(w_4)$. But the contrary assumption means that there are vertex-disjoint paths $P$ from $w_1$ to $w_3$ and $Q$ from $w_2$ to $w_4$, a contradiction. □

Hence this is a second NP-hard problem which has an absolute approximation algorithm. Indeed, the Four Colour Theorem implies that the chromatic number of a non-bipartite planar graph can only be 3 or 4. Using the polynomial-time algorithm of Robertson et al. [1996], which colours any given planar graph with four colours, one obtains an absolute approximation algorithm which uses at most one colour more than necessary.

Fürer and Raghavachari [1994] detected a third natural problem which can be approximated up to an absolute constant of one: Given an undirected graph, they look for a spanning tree whose maximum degree is minimum among all the spanning trees (the problem is a generalization of the Hamiltonian Path Problem and thus NP-hard). Their algorithm also extends to a general case corresponding to the Steiner Tree Problem: Given a set $T \subseteq V(G)$, find a tree $S$ in $G$ with $V(T) \subseteq V(S)$ such that the maximum degree of $S$ is minimum.

On the other hand, the following theorem tells that many problems do not have absolute approximation algorithms unless $P = NP$:

**Proposition 16.16.** Let $\mathcal{F}$ and $\mathcal{F}'$ be (infinite) families of finite sets, and let $\mathcal{P}$ be the following optimization problem: Given a set $E \in \mathcal{F}$ and a function $c : E \to \mathbb{Z}$, find a set $F \subseteq E$ with $F \in \mathcal{F}'$ and $c(F)$ minimum (or decide that no such $F$ exists).

Then $\mathcal{P}$ has an absolute approximation algorithm if and only if $\mathcal{P}$ can be solved in polynomial time.

**Proof:** Suppose there is a polynomial-time algorithm $A$ and an integer $k$ such that

$$|A((E, c)) - OPT((E, c))| \leq k$$

for all instances $(E, c)$ of $\mathcal{P}$. We show how to solve $\mathcal{P}$ exactly in polynomial time.

Given an instance $(E, c)$ of $\mathcal{P}$, we construct a new instance $(E, c')$, where $c'(e) := (k + 1)c(e)$ for all $e \in E$. Obviously the optimum solutions remain the same. But if we now apply $A$ to the new instance,

$$|A((E, c')) - OPT((E, c'))| \leq k$$

and thus $A((E, c')) = OPT((E, c'))$. □
Examples are the \textbf{Minimization Problem For Independence Systems} and the \textbf{Maximization Problem For Independence Systems} (multiply $c$ by $-1$), and thus all problems in the list of Section 13.1.

\section*{16.3 Approximation Schemes}

Recall the absolute approximation algorithm for the \textbf{Edge-Colouring Problem} discussed in the previous section. This also implies a relative performance guarantee: Since one can easily decide if the edge-chromatic number is 1 or 2 (Proposition 16.8), Vizing’s Theorem yields a $\frac{4}{3}$-factor approximation algorithm. On the other hand, Theorem 16.7(a) implies that no $k$-factor approximation algorithm exists for any $k < \frac{4}{3}$ (unless $P = NP$).

Hence the existence of an absolute approximation algorithm does not imply the existence of a $k$-factor approximation algorithm for all $k > 1$. We shall meet a similar situation with the \textbf{Bin-Packing Problem} in Chapter 18. This consideration suggests the following definition:

\begin{definition}
Let $\mathcal{P}$ be an optimization problem with nonnegative weights. An \textbf{asymptotic $k$-factor approximation algorithm} for $\mathcal{P}$ is a polynomial-time algorithm $A$ for $\mathcal{P}$ for which there exists a constant $c$ such that

$$\frac{1}{k} \text{OPT}(I) - c \leq A(I) \leq k \text{OPT}(I) + c$$

for all instances $I$ of $\mathcal{P}$. We also say that $A$ has \textbf{asymptotic performance ratio} $k$.
\end{definition}

The \textbf{(asymptotic) approximation ratio} of an optimization problem $\mathcal{P}$ with nonnegative weights is defined to be the infimum of all numbers $k$ for which there exists an (asymptotic) $k$-factor approximation algorithm for $\mathcal{P}$, or $\infty$ if there is no (asymptotic) approximation algorithm at all.

For example, the above-mentioned \textbf{Edge-Colouring Problem} has approximation ratio $\frac{4}{3}$ (unless $P = NP$), but asymptotic approximation ratio 1 (not only in simple graphs; see Sanders and Steurer [2005]). Optimization problems with (asymptotic) approximation ratio 1 are of particular interest. For these problems we introduce the following notion:

\begin{definition}
Let $\mathcal{P}$ be an optimization problem with nonnegative weights. An \textbf{approximation scheme} for $\mathcal{P}$ is an algorithm $A$ accepting as input an instance $I$ of $\mathcal{P}$ and an $\epsilon > 0$ such that, for each fixed $\epsilon$, $A$ is a $(1+\epsilon)$-factor approximation algorithm for $\mathcal{P}$.

An \textbf{asymptotic approximation scheme} for $\mathcal{P}$ is a pair of algorithms $(A, A')$ with the following properties: $A'$ is a polynomial-time algorithm accepting a number $\epsilon > 0$ as input and computing a number $c_{\epsilon}$. $A$ accepts an instance $I$ of $\mathcal{P}$ and an $\epsilon > 0$ as input, and its output consists of a feasible solution for $I$ satisfying

$$\frac{1}{1 + \epsilon} \text{OPT}(I) - c_{\epsilon} \leq A(I, \epsilon) \leq (1 + \epsilon) \text{OPT}(I) + c_{\epsilon}.$$
For each fixed $\epsilon$, the running time of $A$ is polynomially bounded in $\text{size}(I)$.

An (asymptotic) approximation scheme is called a fully polynomial (asymptotic) approximation scheme if the running time as well as the maximum size of any number occurring in the computation is bounded by a polynomial in $\text{size}(I) + \text{size}(\epsilon) + \frac{1}{\epsilon}$.

In some other texts one finds the abbreviations PTAS for (polynomial-time) approximation scheme and FPAS for fully polynomial approximation scheme.

Apart from absolute approximation algorithms, a fully polynomial approximation scheme can be considered the best we may hope for when faced with an $NP$-hard optimization problem, at least if the cost of any feasible solution is a nonnegative integer (which can be assumed in many cases without loss of generality):

**Proposition 16.19.** Let $P = (X, (S_x)_{x \in X}, c, \text{goal})$ be an optimization problem where the values of $c$ are nonnegative integers. Let $A$ be an algorithm which, given an instance $I$ of $P$ and a number $\epsilon > 0$, computes a feasible solution of $I$ with

$$\frac{1}{1+\epsilon} \text{OPT}(I) \leq A(I, \epsilon) \leq (1+\epsilon) \text{OPT}(I)$$

and whose running time is bounded by a polynomial in $\text{size}(I) + \text{size}(\epsilon)$. Then $P$ can be solved exactly in polynomial time.

**Proof:** Given an instance $I$, we first run $A$ on $(I, 1)$. We set $\epsilon := \frac{1}{1+2A(I,1)}$ and observe that $\epsilon \text{OPT}(I) < 1$. Now we run $A$ on $(I, \epsilon)$. Since $\text{size}(\epsilon)$ is polynomially bounded in $\text{size}(I)$, this procedure constitutes a polynomial-time algorithm. If $P$ is a minimization problem, we have

$$A(I, \epsilon) \leq (1+\epsilon) \text{OPT}(I) < \text{OPT}(I) + 1,$$

which, since $c$ is integral, implies optimality. Similarly, if $P$ is a maximization problem, we have

$$A(I, \epsilon) \geq \frac{1}{1+\epsilon} \text{OPT}(I) > (1-\epsilon) \text{OPT}(I) > \text{OPT}(I) - 1. \quad \square$$

Unfortunately, a fully polynomial approximation scheme exists only for very few problems (see Theorem 17.11). Moreover we note that even the existence of a fully polynomial approximation scheme does not imply an absolute approximation algorithm; the Knapsack Problem is an example.

In Chapters 17 and 18 we shall discuss two problems (Knapsack and Bin-Packing) which have a fully polynomial approximation scheme and a fully polynomial asymptotic approximation scheme, respectively. For many problems the two types of approximation schemes coincide:
Theorem 16.20. (Papadimitriou and Yannakakis [1993]) Let $\mathcal{P}$ be an optimization problem with nonnegative weights. Suppose that for each constant $k$ there is a polynomial-time algorithm which decides whether a given instance has optimum value at most $k$, and, if so, finds an optimum solution.

Then $\mathcal{P}$ has an approximation scheme if and only if $\mathcal{P}$ has an asymptotic approximation scheme.

**Proof:** The only-if-part is trivial, so suppose that $\mathcal{P}$ has an asymptotic approximation scheme $(A, A')$. We describe an approximation scheme for $\mathcal{P}$.

Let a fixed $\epsilon > 0$ be given; we may assume $\epsilon < 1$. We set $\epsilon' := \frac{\epsilon - \epsilon^2}{2 + \epsilon + \epsilon^2} < \frac{\epsilon}{2}$ and first run $A'$ on the input $\epsilon'$, yielding a constant $c_{\epsilon'}$.

For a given instance $I$ we next test whether $\text{OPT}(I)$ is at most $2c_{\epsilon'}\epsilon$. This is a constant for each fixed $\epsilon$, so we can decide this in polynomial time and find an optimum solution if $\text{OPT}(I) \leq 2c_{\epsilon'}\epsilon$.

Otherwise we apply $A$ to $I$ and $\epsilon'$ and obtain a solution of value $V$, with

$$\frac{1}{1 + \epsilon'} \text{OPT}(I) - c_{\epsilon'} \leq V \leq (1 + \epsilon') \text{OPT}(I) + c_{\epsilon'}.$$

We claim that this solution is good enough. Indeed, we have $c_{\epsilon'} < \frac{\epsilon}{2} \text{OPT}(I)$ which implies

$$V \leq (1 + \epsilon') \text{OPT}(I) + c_{\epsilon'} < \left(1 + \frac{\epsilon}{2}\right) \text{OPT}(I) + \frac{\epsilon}{2} \text{OPT}(I) = (1 + \epsilon) \text{OPT}(I)$$

and

$$V \geq \frac{1}{(1 + \epsilon')} \text{OPT}(I) - \frac{\epsilon}{2} \text{OPT}(I)$$

$$= \frac{2 + \epsilon + \epsilon^2}{2 + 2\epsilon} \text{OPT}(I) - \frac{\epsilon}{2} \text{OPT}(I)$$

$$= \left(1 + \frac{\epsilon}{2}\right) \text{OPT}(I) - \frac{\epsilon}{2} \text{OPT}(I)$$

$$= \frac{1}{1 + \epsilon} \text{OPT}(I).$$

So the definition of an asymptotic approximation scheme is meaningful only for problems (such as bin-packing or colouring problems) whose restriction to a constant optimum value is still difficult. For many problems this restriction can be solved in polynomial time by some kind of complete enumeration.

16.4 Maximum Satisfiability

The **Satisfiability** Problem was our first $NP$-complete problem. In this section we analyse the corresponding optimization problem:
**Maximum Satisfiability (Max-Sat)**

**Instance:** A set $X$ of variables, a family $Z$ of clauses over $X$, and a weight function $c : Z \rightarrow \mathbb{R}_+$.  

**Task:** Find a truth assignment $T$ of $X$ such that the total weight of the clauses in $Z$ that are satisfied by $T$ is maximum.

As we shall see, approximating Max-Sat is a nice example (and historically one of the first) for the algorithmic use of the probabilistic method.

Let us first consider the following trivial randomized algorithm: set each variable independently true with probability $\frac{1}{2}$. Obviously this algorithm satisfies each clause $Z$ with probability $1 - 2^{-|Z|}$.

Let us write $r$ for the random variable which is true with probability $\frac{1}{2}$ and false otherwise, and let $R = (r, r, \ldots, r)$ be the random variable uniformly distributed over all truth assignments. If we write $c(T)$ for the total weight of the clauses satisfied by the truth assignment $T$, the expected total weight of the clauses satisfied by $R$ is

$$\text{Exp}(c(R)) = \sum_{Z \in Z} c(Z) \text{Prob}(R \text{ satisfies } Z)$$

$$= \sum_{Z \in Z} c(Z) \left(1 - 2^{-|Z|}\right)$$

$$\geq \left(1 - 2^{-p}\right) \sum_{Z \in Z} c(Z),$$

where $p := \min_{Z \in Z} |Z|$; $\text{Exp}$ and $\text{Prob}$ denote expectation and probability.  

Since the optimum cannot exceed $\sum_{Z \in Z} c(Z)$, $R$ is expected to yield a solution within a factor $\frac{1}{1 - 2^{-p}}$ of the optimum. But what we would really like to have is a deterministic approximation algorithm. In fact, we can turn our (trivial) randomized algorithm into a deterministic algorithm while preserving the performance guarantee. This step is often called derandomization.

Let us fix the truth assignment step by step. Suppose $X = \{x_1, \ldots, x_n\}$, and we have already fixed a truth assignment $T$ for $x_1, \ldots, x_k$ ($0 \leq k < n$). If we now set $x_{k+1}, \ldots, x_n$ randomly, setting each variable independently true with probability $\frac{1}{2}$, we will satisfy clauses of expected total weight $e_0 = c(T(x_1), \ldots, T(x_k), r, \ldots, r)$.

If we set $x_{k+1}$ true (false), and then set $x_{k+2}, \ldots, x_n$ randomly, the satisfied clauses will have some expected total weight $e_1$ ($e_2$, respectively). $e_1$ and $e_2$ can be thought of as conditional expectations. Trivially $e_0 = \frac{e_1 + e_2}{2}$, so at least one of $e_1, e_2$ must be at least $e_0$. We set $x_{k+1}$ to be true if $e_1 \geq e_2$ and false otherwise. This is sometimes called the method of conditional probabilities.

**Johnson’s Algorithm For Max-Sat**

**Input:** A set $X = \{x_1, \ldots, x_n\}$ of variables, a family $Z$ of clauses over $X$, and a weight function $c : Z \rightarrow \mathbb{R}_+$.  

**Output:** A truth assignment $T : X \rightarrow \{\text{true}, \text{false}\}$.  
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\textbf{1) For } k := 1 \textbf{ to } n \textbf{ do:}

\begin{verbatim}
If \text{Exp}(c(T(x_1), \ldots, T(x_{k-1}), true, r, \ldots, r)) \\
\geq \text{Exp}(c(T(x_1), \ldots, T(x_{k-1}), false, r, \ldots, r))
\then set \( T(x_k) := true \)
\else set \( T(x_k) := false \).
\end{verbatim}

The expectations can be easily computed with (16.3).

\textbf{Theorem 16.21.} (Johnson [1974]) \textsc{Johnson’s Algorithm For Max-Sat} is a \( \frac{1}{1-2^{-p}} \)-factor approximation algorithm for Max-Sat, where \( p \) is the minimum cardinality of a clause.

\textbf{Proof:} Let us define the conditional expectation

\[ s_k := \text{Exp}(c(T(x_1), \ldots, T(x_k), r, \ldots, r)) \]

for \( k = 0, \ldots, n \). Observe that \( s_n = c(T) \) is the total weight of the clauses satisfied by our algorithm, while \( s_0 = \text{Exp}(c(R)) \geq (1 - 2^{-p}) \sum_{Z \in Z} c(Z) \) by (16.3).

Furthermore, \( s_i \geq s_{i-1} \) by the choice of \( T(x_i) \) in \( \text{1) (for } i = 1, \ldots, n \). So \( s_n \geq s_0 \geq (1 - 2^{-p}) \sum_{Z \in Z} c(Z) \). Since the optimum is at most \( \sum_{Z \in Z} c(Z) \), the proof is complete.

Since \( p \geq 1 \), we have a 2-factor approximation algorithm. However, this is not too interesting as there is a much simpler 2-factor approximation algorithm: either set all variables \textit{true} or all \textit{false}, whichever is better. However, Chen, Friesen and Zheng [1999] showed that \textsc{Johnson’s Algorithm For Max-Sat} is indeed a \( \frac{3}{2} \)-factor approximation algorithm.

If there are no one-element clauses \( (p \geq 2) \), it is a \( \frac{4}{3} \)-factor approximation algorithm (by Theorem 16.21), for \( p \geq 3 \) it is a \( \frac{8}{7} \)-factor approximation algorithm.

Yannakakis [1994] found a \( \frac{4}{3} \)-factor approximation algorithm for the general case using network flow techniques. We shall describe a more recent and simpler \( \frac{4}{3} \)-factor approximation algorithm due to Goemans and Williamson [1994].

It is straightforward to translate Max-Sat into an integer linear program: If we have variables \( X = \{x_1, \ldots, x_n\} \), clauses \( Z = \{Z_1, \ldots, Z_m\} \), and weights \( c_1, \ldots, c_m \), we can write

\[
\max \sum_{j=1}^{m} c_j z_j
\]

\begin{align*}
\text{s.t.} \quad z_j & \leq \sum_{i : x_i \in Z_j} y_i + \sum_{i \notin Z_j} (1 - y_i) & (j = 1, \ldots, m) \\
y_i, z_j & \in \{0, 1\} & (i = 1, \ldots, n, \quad j = 1, \ldots, m).
\end{align*}

Here \( y_i = 1 \) means that variable \( x_i \) is \textit{true}, and \( z_j = 1 \) means that clause \( Z_j \) is satisfied. Now consider the LP relaxation:
Let \((y^*, z^*)\) be an optimum solution of (16.4). Now independently set each variable \(x_i\) true with probability \(y_i^*\). This step is known as randomized rounding, a technique which has been introduced by Raghavan and Thompson [1987]. The above method constitutes another randomized algorithm for Max-Sat, which can be derandomized as above. Let \(r_p\) be the random variable which is true with probability \(p\) and false otherwise.

**Theorem 16.22.** (Goemans and Williamson [1994]) The Goemans-Williamson Algorithm For Max-Sat is a \(\frac{1}{1 - (1 - \frac{1}{q})^q}\)-factor approximation algorithm, where \(q\) is the maximum cardinality of a clause.

**Proof:** Let us write

\[ s_k := \text{Exp}(c(T(x_1), \ldots, T(x_k), r_{y_k^*+1}, \ldots, r_{y_n^*})) \]

for \(k = 0, \ldots, n\). We again have \(s_i \geq s_{i-1}\) for \(i = 1, \ldots, n\) and \(s_n = c(T)\) is the total weight of clauses satisfied by our algorithm. So it remains to estimate \(s_0 = \text{Exp}(c(R_y^*))\), where \(R_y^* = (r_{y_1^*}, \ldots, r_{y_n^*})\).

For \(j = 1, \ldots, m\), the probability that the clause \(Z_j\) is satisfied by \(R_y^*\) is

\[ 1 - \left( \prod_{i : x_i \in Z_j} (1 - y_i^*) \right) \cdot \left( \prod_{i : x_i \in Z_j} y_i^* \right). \]
Since the geometrical mean is always less than or equal to the arithmetical mean, this probability is at least

\[
1 - \left( \frac{1}{|Z_j|} \left( \sum_{i:x_i \in Z_j} (1 - y_i^*) + \sum_{i:x_i \in Z_j} y_i^* \right) \right)^{|Z_j|}
\]

\[
= 1 - \left( 1 - \frac{1}{|Z_j|} \left( \sum_{i:x_i \in Z_j} y_i^* + \sum_{i:x_i \in Z_j} (1 - y_i^*) \right) \right)^{|Z_j|}
\]

\[
\geq 1 - \left( 1 - \frac{z_j^*}{|Z_j|} \right)^{|Z_j|}
\]

\[
\geq \left( 1 - \left( 1 - \frac{1}{|Z_j|} \right)^{|Z_j|} \right) z_j^*.
\]

To prove the last inequality, observe that for any \(0 \leq a \leq 1\) and any \(k \in \mathbb{N}\)

\[
1 - \left( 1 - \frac{a}{k} \right)^k \geq a \left( 1 - \left( 1 - \frac{1}{k} \right)^k \right)
\]

holds: both sides of the inequality are equal for \(a \in \{0, 1\}\), and the left-hand side (as a function of \(a\)) is concave, while the right-hand side is linear.

So we have

\[
s_0 = \text{Exp}(c(R_{y^*})) = \sum_{j=1}^m c_j \text{Prob}(R_{y^*} \text{ satisfies } Z_j)
\]

\[
\geq \sum_{j=1}^m c_j \left( 1 - \left( 1 - \frac{1}{|Z_j|} \right) \right)^{|Z_j|} z_j^*
\]

\[
\geq \left( 1 - \left( 1 - \frac{1}{q} \right)^q \right) \sum_{j=1}^m c_j z_j^*
\]

(observe that the sequence \(\left( 1 - \frac{1}{k} \right)^k \) is monotonously increasing and converges to \(\frac{1}{e}\)). Since the optimum is less than or equal to \(\sum_{j=1}^m z_j^* c_j\), the optimum value of the LP relaxation, the proof is complete. \(\square\)

Since \(\left( 1 - \frac{1}{q} \right)^q < \frac{1}{e}\), we have an \(\frac{e}{e-1}\)-factor approximation algorithm (\(\frac{e}{e-1}\) is about 1.582).

We now have two similar algorithms that behave differently: the first one is better for long clauses, while the second is better for short clauses. Hence it is natural to combine them:
Theorem 16.23. (Goemans and Williamson [1994]) The following is a $\frac{4}{3}$-factor approximation algorithm for Max-Sat: run both Johnson’s Algorithm For Max-Sat and the Goemans-Williamson Algorithm For Max-Sat and choose the better of the two solutions.

Proof: We use the notation of the above proofs. The algorithm returns a truth assignment satisfying clauses of total weight at least

$$\max\{\text{Exp}(c(R)), \text{Exp}(c(R_c))\}$$

$$\geq \frac{1}{2} \left(\text{Exp}(c(R)) + \text{Exp}(c(R_c))\right)$$

$$\geq \frac{1}{2} \sum_{j=1}^{m} \left(1 - 2^{-|Z_j|}\right) c_j + \left(1 - \left(1 - \frac{1}{|Z_j|}\right)^{|Z_j|}\right) z_j^* c_j$$

$$\geq \frac{1}{2} \sum_{j=1}^{m} \left(2 - 2^{-|Z_j|} - \left(1 - \frac{1}{|Z_j|}\right)^{|Z_j|}\right) z_j^* c_j \geq \frac{3}{4} \sum_{j=1}^{m} z_j^* c_j.$$

For the last inequality observe that $2 - 2^{-k} - (1 - \frac{1}{k})^k \geq \frac{3}{2}$ for all $k \in \mathbb{N}$: for $k \in \{1, 2\}$ we have equality; for $k \geq 3$ we have $2 - 2^{-k} - (1 - \frac{1}{k})^k \geq 2 - \frac{1}{8} - \frac{1}{e} > \frac{3}{2}$. Since the optimum is at least $\sum_{j=1}^{m} z_j^* c_j$, the theorem is proved.

Slightly better approximation algorithms for Max-Sat (using semidefinite programming) have been found; see Goemans and Williamson [1995], Mahajan and Ramesh [1999], and Feige and Goemans [1995]. The currently best known algorithm achieves an approximation ratio of 1.275 (Asano and Williamson [2002]).

Indeed, Bellare and Sudan [1994] showed that approximating Max-Sat to within a factor of $\frac{74}{73}$ is NP-hard. Even for Max-3Sat (which is Max-Sat restricted to instances where each clause has exactly three literals) no approximation scheme exists (unless $P = NP$), as we shall show in the next section.

16.5 The PCP Theorem

Many non-approximability results are based on a deep theorem which gives a new characterization of the class NP. Recall that a decision problem belongs to NP if and only if there is a polynomial-time certificate-checking algorithm. Now we consider randomized certificate-checking algorithms that read the complete instance but only a small part of the certificate to be checked. They always accept yes-instances with correct certificates but sometimes also accept no-instances.

Which bits of the certificate are read is decided randomly in advance; more precisely this decision depends on the instance $x$ and on $O(\log(\text{size}(x)))$ random bits.
We now formalize this concept. If $s$ is a string and $t \in \mathbb{N}^k$, then $s_t$ denotes the string of length $k$ whose $i$-th component is the $t_i$-th component of $s$ ($i = 1, \ldots, k$).

**Definition 16.24.** A decision problem $(X, Y)$ belongs to the class PCP($\log n, 1$) if there is a polynomial $p$ and a constant $k \in \mathbb{N}$, a function
\[
f : \{(x, r) : x \in X, r \in \{0, 1\}^{\lfloor \log(p(\text{size}(x))) \rfloor}\} \to \mathbb{N}^k
\]
computable in polynomial time, with $f(x, r) \in \{1, \ldots, \lfloor p(\text{size}(x)) \rfloor \}^k$ for all $x$ and $r$, and a decision problem $(X', Y')$ in $P$, where $X' := \{(x, \pi, \gamma) : x \in X, \pi \in \{1, \ldots, \lfloor p(\text{size}(x)) \rfloor \}^k, \gamma \in \{0, 1\}^k\}$, such that for any instance $x \in X$:
If $x \in Y$ then there exists a $c \in \{0, 1\}\{p(\text{size}(x))\}$ with $\text{Prob}\left((x, f(x, r), c_{f(x, r)}) \in Y'\right) = 1$. If $x \notin Y$ then $\text{Prob}\left((x, f(x, r), c_{f(x, r)}) \in Y'\right) < \frac{1}{2}$ for all $c \in \{0, 1\}\{p(\text{size}(x))\}$.

Here the probability is taken over the uniform distribution of random strings $r \in \{0, 1\}^{\lfloor \log(p(\text{size}(x))) \rfloor}$.

The letters “PCP” stand for “probabilistically checkable proof”. The parameters $\log n$ and 1 reflect that, for an instance of size $n$, $O(\log n)$ random bits are used and $O(1)$ bits of the certificate are read.

For any yes-instance there is a certificate which is always accepted; while for no-instances there is no string which is accepted as a certificate with probability $\frac{1}{2}$ or more. Note that this error probability $\frac{1}{2}$ can be replaced equivalently by any number between zero and one (Exercise 15).

**Proposition 16.25.** PCP($\log n, 1$) $\subseteq$ NP.

**Proof:** Let $(X, Y) \in \text{PCP}(\log n, 1)$, and let $p, k, f, (X', Y')$ be given as in Definition 16.24. Let $X'' := \{(x, c) : x \in X, c \in \{0, 1\}^{\lfloor p(\text{size}(x)) \rfloor}\}$, and let
\[
Y'' := \{(x, c) \in X'' : \text{Prob}\left((x, f(x, r), c_{f(x, r)}) \in Y'\right) = 1\}.
\]
To show that $(X, Y) \in \text{NP}$ it suffices to show that $(X'', Y'') \in P$. But since there are only $2^{\lfloor \log(p(\text{size}(x))) \rfloor}$, i.e. at most $p(\text{size}(x))$ many strings $r \in \{0, 1\}^{\lfloor \log(p(\text{size}(x))) \rfloor}$, we can try them all. For each one we compute $f(x, r)$ and test whether $(x, f(x, r), c_{f(x, r)}) \in Y'$ (we use that $(X', Y') \in P$). The overall running time is polynomial in size($x$). \qed

Now the surprising result is that these randomized verifiers, which read only a constant number of bits of the certificate, are as powerful as the standard (deterministic) certificate-checking algorithms which have the full information. This is the so-called PCP Theorem:

**Theorem 16.26.** (Arora et al. [1998])
\[\text{NP} = \text{PCP}(\log n, 1).\]
The proof of $NP \subseteq PCP(\log n, 1)$ is very difficult and beyond the scope of this book. It is based on earlier (and weaker) results of Feige et al. [1996] and Arora and Safra [1998]. For a self-contained proof of the $PCP$ Theorem 16.26, see also (Arora [1994]), (Hougardy, Prömel and Steger [1994]) or (Ausiello et al. [1999]). Stronger results were found subsequently by Bellare, Goldreich and Sudan [1998] and Håstad [2001]. For example, the number $k$ in Definition 16.24 can be chosen to be 9.

We show some of its consequences for the non-approximability of combinatorial optimization problems. We start with the Maximum Clique Problem and the Maximum Stable Set Problem: given an undirected graph $G$, find a clique, or a stable set, of maximum cardinality in $G$.

Recall Proposition 2.2 (and Corollary 15.24): The problems of finding a maximum clique, a maximum stable set, or a minimum vertex cover are all equivalent. However, the 2-factor approximation algorithm for the Minimum Vertex Cover Problem (Section 16.1) does not imply an approximation algorithm for the Maximum Stable Set Problem or the Maximum Clique Problem.

Namely, it can happen that the algorithm returns a vertex cover $C$ of size $n - 2$, while the optimum is $n - 1$ (where $n = |V(G)|$). The complement $V(G) \setminus C$ is then a stable set of cardinality 2, but the maximum stable set has cardinality $n - 1$. This example shows that transferring an algorithm to another problem via a polynomial transformation does not in general preserve its performance guarantee. We shall consider a restricted type of transformation in the next section. Here we deduce a non-approximability result for the Maximum Clique Problem from the $PCP$ Theorem:

**Theorem 16.27.** (Arora and Safra [1998]) Unless $P = NP$ there is no 2-factor approximation algorithm for the Maximum Clique Problem.

**Proof:** Let $P = (X, Y)$ be some NP-complete problem. By the $PCP$ Theorem 16.26, $P \in PCP(\log n, 1)$, so let $p, k, f, P' := (X', Y')$ be as in Definition 16.24.

For any given $x \in X$ we construct a graph $G_x$ as follows. Let

$$V(G_x) := \{ (r, a) : r \in \{0, 1\}^{\lceil \log (p(\text{size}(x))) \rceil}, a \in \{0, 1\}^k, (x, f(x, r), a) \in Y' \}$$

(representing all “accepting runs” of the randomized certificate checking algorithm). Two vertices $(r, a)$ and $(r', a')$ are joined by an edge if $a_i = a'_i$ whenever the $i$-th component of $f(x, r)$ equals the $j$-th component of $f(x, r')$. Since $P' \in P$ and there are only a polynomial number of random strings, $G_x$ can be computed in polynomial time (and has polynomial size).

If $x \in Y$ then by definition there exists a certificate $c \in \{0, 1\}^{\lceil \log (p(\text{size}(x))) \rceil}$ such that $(x, f(x, r), c_{f(x, r)}) \in Y'$ for all $r \in \{0, 1\}^{\lceil \log (p(\text{size}(x))) \rceil}$. Hence there is a clique of size $2^{\lceil \log (p(\text{size}(x))) \rceil}$ in $G_x$.

On the other hand, if $x \notin Y$ then there is no clique of size $2^{\lceil \log (p(\text{size}(x))) \rceil}$ in $G_x$. Suppose $(r^{(1)}, a^{(1)}), \ldots, (r^{(t)}, a^{(t)})$ are the vertices of a clique. Then $r^{(1)}, \ldots, r^{(t)}$ are pairwise different. We set $c_i := a^{(j)}_k$ whenever the $k$-th component of $f(x, r^{(j)})$ equals $i$, and set the remaining components of $c$ (if any) arbitrarily. This way we
obtain a certificate \( c \) with \((x, f(x, r^{(i)}), c_{f(x, r^{(i)})}) \in Y'\) for all \( i = 1, \ldots, t \). If \( x \not\in Y \) we have \( t < \frac{1}{2}2^{\log(p(\text{size}(x))))} \).

So any 2-factor approximation algorithm for the Maximum Clique Problem is able to decide if \( x \in Y \), i.e. to solve \( \mathcal{P} \). Since \( \mathcal{P} \) is \( \mathcal{NP} \)-complete, this is possible only if \( P = \mathcal{NP} \). \( \square \)

The reduction in the above proof is due to Feige et al. [1996]. Since the error probability \( \frac{1}{2} \) in Definition 16.24 can be replaced by any number between 0 and 1 (Exercise 15), we get that there is no \( \rho \)-factor approximation algorithm for the Maximum Clique Problem for any \( \rho > 1 \) (unless \( P = \mathcal{NP} \)).

Indeed, with some more effort one can show that, unless \( P = \mathcal{NP} \), there exists a constant \( \epsilon > 0 \) such that no polynomial-time algorithm can guarantee to find a clique of size \( \frac{k}{m} \) in a given graph with \( n \) vertices which contains a clique of size \( k \) (Feige et al. [1996]; see also Håstad [1999]). The best known algorithm guarantees to find a clique of size \( \frac{k \log^2 n}{n \log \log n} \) in this case (Feige [2004]). Of course, all this also holds for the Maximum Stable Set Problem (by considering the complement of the given graph).

Now we turn to the following restriction of Max-Sat:

<table>
<thead>
<tr>
<th>Max-3Sat</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Instance:</strong> A set ( X ) of variables and a family ( Z ) of clauses over ( X ), each with exactly three literals.</td>
</tr>
<tr>
<td><strong>Task:</strong> Find a truth assignment ( T ) of ( X ) such that the number of clauses in ( Z ) that are satisfied by ( T ) is maximum.</td>
</tr>
</tbody>
</table>

In Section 16.4 we had a simple \( \frac{8}{7} \)-factor approximation algorithm for Max-3Sat, even for the weighted form (Theorem 16.21). Håstad [2001] showed that this is best possible: no \( \rho \)-factor approximation algorithm for Max-3Sat can exist for any \( \rho < \frac{8}{7} \) unless \( P = \mathcal{NP} \). Here we prove the following weaker result:

**Theorem 16.28.** (Arora et al. [1998]) *Unless \( P = \mathcal{NP} \) there is no approximation scheme for Max-3Sat.*

**Proof:** Let \( \mathcal{P} = (X, Y) \) be some \( \mathcal{NP} \)-complete problem. By the PCP Theorem 16.26, \( \mathcal{P} \in \text{PCP}(\log n, 1) \), so let \( p, k, f, \mathcal{P}':=(X', Y') \) be as in Definition 16.24.

For any given \( x \in X \) we construct a 3Sat-instance \( J_x \). Namely, for each random string \( r \in \{0, 1\}^{\log(p(\text{size}(x)))} \) we define a family \( Z_r \) of 3Sat-clauses (the union of all these clauses will be \( J_x \)). We first construct a family \( Z'_r \) of clauses with an arbitrary number of literals and then apply Proposition 15.21.

So let \( r \in \{0, 1\}^{\log(p(\text{size}(x)))} \) and \( f(x, r) = (t_1, \ldots, t_k) \). Let \( \{a^{(1)}, \ldots, a^{(s_r)}\} \) be the set of strings \( a \in \{0, 1\}^k \) for which \( (x, f(x, r), a) \in Y' \). If \( s_r = 0 \) then we simply set \( Z' := \{y, \bar{y}\} \), where \( y \) is some variable not used anywhere else.

Otherwise let \( c \in \{0, 1\}^{p(\text{size}(x))} \). We have that \((x, f(x, r), c_{f(x, r)}) \in Y'\) if and only if
\[
\bigvee_{s_r} \left( \bigwedge_{j=1}^{k} \left( c_{t_j} = a_{i(j)} \right) \right).
\]

This is equivalent to
\[
\bigwedge_{(i_1, \ldots, i_k) \in \{1, \ldots, k\}^{|s_r|}} \left( \bigvee_{j=1}^{s_r} \left( c_{t_{ij}} = a_{i(j)} \right) \right).
\]

This conjunction of clauses can be constructed in polynomial time because \( P' \in P \) and \( k \) is a constant. By introducing Boolean variables \( \pi_1, \ldots, \pi_{|p(\text{size}(x))|} \) representing the bits \( c_1, \ldots, c_{|p(\text{size}(x))|} \) we obtain a family \( Z'_r \) of \( k^{s_r} \) clauses (each with \( s_r \) literals) such that \( Z'_r \) is satisfied if and only if \((x, f(x, r), c_f(x, r)) \in Y'\).

By Proposition 15.21, we can rewrite each \( Z'_r \) equivalently as a conjunction of 3SAT-clauses, where the number of clauses increases by at most a factor of \( \max\{s_r - 2, 4\} \). Let this family of clauses be \( Z_r \). Since \( s_r \leq 2^k \), each \( Z_r \) consists of at most \( l := k^2 \max\{2^k - 2, 4\} \) 3SAT-clauses.

Our 3SAT-instance \( J_x \) is the union of all the families \( Z_r \) for all \( r \). \( J_x \) can be computed in polynomial time.

Now if \( x \) is a yes-instance, then there exists a certificate \( c \) as in Definition 16.24. This \( c \) immediately defines a truth assignment satisfying \( J_x \).

On the other hand, if \( x \) is a no-instance, then only \( \frac{1}{2} \) of the formulas \( Z_r \) are simultaneously satisfiable. So in this case any truth assignment leaves at least a fraction of \( \frac{1}{2^l} \) of the clauses unsatisfied.

So any \( k \)-factor approximation algorithm for Max-3SAT with \( k < \frac{2l}{2l - 1} \) satisfies more than a fraction of \( \frac{2l - 1}{2l} = 1 - \frac{1}{2^l} \) of the clauses of any satisfiable instance. Hence such an algorithm can decide whether \( x \in Y \) or not. Since \( P \) is \( NP \)-complete, such an algorithm cannot exist unless \( P = NP \). \( \square \)

### 16.6 L-Reductions

Our goal is to show, for other problems than Max-3SAT, that they have no approximation scheme unless \( P = NP \). As with the \( NP \)-completeness proofs (Section 15.5), it is not necessary to have a direct proof using the definition of \( PCP(\log n, 1) \) for each problem. Rather we use a certain type of reduction which preserves approximability (general polynomial transformations do not):

**Definition 16.29.** Let \( P = (X, (S_x)_{x \in X}, c, \text{goal}) \) and \( P' = (X', (S'_x)_{x \in X'}, c', \text{goal}') \) be two optimization problems with nonnegative weights. An L-reduction from \( P \) to \( P' \) is a pair of functions \( f \) and \( g \), both computable in polynomial time, and two constants \( \alpha, \beta > 0 \) such that for any instance \( x \) of \( P \):

(a) \( f(x) \) is an instance of \( P' \) with \( \text{OPT}(f(x)) \leq \alpha \text{OPT}(x) \);
(b) For any feasible solution \( y' \) of \( f(x) \), \( g(x, y') \) is a feasible solution of \( x \) such that \( |c(x, g(x, y')) - \text{OPT}(x)| \leq \beta |c'(f(x), y') - \text{OPT}(f(x))| \).
We say that \( P \) is \textbf{L-reducible} to \( P' \) if there is an \( L \)-reduction from \( P \) to \( P' \).

The letter “L” in the term \( L \)-reduction stands for “linear”. \( L \)-reductions were introduced by Papadimitriou and Yannakakis [1991]. The definition immediately implies that \( L \)-reductions can be composed:

**Proposition 16.30.** Let \( P, P', P'' \) be optimization problems with nonnegative weights. If \((f, g, \alpha, \beta)\) is an \( L \)-reduction from \( P \) to \( P' \) and \((f', g', \alpha', \beta')\) is an \( L \)-reduction from \( P' \) to \( P'' \), then their composition \((f'', g'', \alpha\alpha', \beta\beta')\) is an \( L \)-reduction from \( P \) to \( P'' \), where \( f''(x) = f'(f(x)) \) and \( g''(x, y'') = g(x, g'(x', y'')) \).

The decisive property of \( L \)-reductions is that they preserve approximability:

**Theorem 16.31.** (Papadimitriou and Yannakakis [1991]) Let \( P \) and \( P' \) be two optimization problems with nonnegative weights. Let \((f, g, \alpha, \beta)\) be an \( L \)-reduction from \( P \) to \( P' \). If there is an approximation scheme for \( P' \), then there is an approximation scheme for \( P \).

**Proof:** Given an instance \( x \) of \( P \) and a number \( 0 < \epsilon < 1 \), we apply the approximation scheme for \( P' \) to \( f(x) \) and \( \epsilon' := \frac{\epsilon}{2\alpha\beta} \). We obtain a feasible solution \( y' \) of \( f(x) \) and finally return \( y := g(x, y') \), a feasible solution of \( x \). Since

\[
|c(x, y) - \text{OPT}(x)| \leq \beta|c'(f(x), y') - \text{OPT}(f(x))| \\
\leq \beta \max \left\{ (1 + \epsilon') \text{OPT}(f(x)) - \text{OPT}(f(x)), \right. \\
\left. \phantom{\beta \max} \text{OPT}(f(x)) - \frac{1}{1 + \epsilon'} \text{OPT}(f(x)) \right\} \\
\leq \beta \epsilon' \text{OPT}(f(x)) \\
\leq \alpha \beta \epsilon' \text{OPT}(x) \\
= \frac{\epsilon}{2} \text{OPT}(x)
\]

we get

\[
c(x, y) \leq \text{OPT}(x) + |c(x, y) - \text{OPT}(x)| \leq \left(1 + \frac{\epsilon}{2}\right) \text{OPT}(x)
\]

and

\[
c(x, y) \geq \text{OPT}(x) - |\text{OPT}(x) - c(x, y)| \geq \left(1 - \frac{\epsilon}{2}\right) \text{OPT}(x) > \frac{1}{1 + \epsilon} \text{OPT}(x),
\]

so this constitutes an approximation scheme for \( P \).

This theorem together with Theorem 16.28 motivates the following definition:

**Definition 16.32.** An optimization problem \( P \) with nonnegative weights is called \textbf{MAXSNP-hard} if \text{MAX-3Sat} is \textbf{L-reducible} to \( P \).
The name MAXSNP refers to a class of optimization problems introduced by Papadimitriou and Yannakakis [1991]. Here we do not need this class, so we omit its (nontrivial) definition.

**Corollary 16.33.** Unless \( P = NP \) there is no approximation scheme for any MAXSNP-hard problem.

**Proof:** Directly from Theorems 16.28 and 16.31. \( \square \)

We shall show MAXSNP-hardness for several problems by describing \( L \)-reductions. We start with a restricted version of \( \text{Max-3Sat} \):

### 3-OCCURRENCE MAX-SAT PROBLEM

**Instance:** A set \( X \) of variables and a family \( Z \) of clauses over \( X \), each with at most three literals, such that no variable occurs in more than three clauses.

**Task:** Find a truth assignment \( T \) of \( X \) such that the number of clauses in \( Z \) that are satisfied by \( T \) is maximum.

That this problem is \( NP \)-hard can be proved by a simple transformation from \( 3\text{Sat} \) (or \( \text{Max-3Sat} \)), cf. Exercise 9 of Chapter 15. Since this transformation is not an \( L \)-reduction, it does not imply MAXSNP-hardness. We need a more complicated construction, using so-called expander graphs:

**Definition 16.34.** Let \( G \) be an undirected graph and \( \gamma > 0 \) a constant. \( G \) is a \( \gamma \)-expander if for each \( A \subseteq V(G) \) with \( |A| \leq \frac{|V(G)|}{2} \) we have \( |\Gamma(A)| \geq \gamma|A| \).

For example, a complete graph is a 1-expander. However, one is interested in expanders with a small number of edges. We cite the following theorem without its quite complicated proof:

**Theorem 16.35.** (Ajtai [1994]) There exists a positive constant \( \gamma \) such that for any given even number \( n \geq 4 \), a 3-regular \( \gamma \)-expander with \( n \) vertices can be constructed in \( O(n^3 \log^3 n) \) time.

The following corollary was mentioned (and used) by Papadimitriou [1994], and a correct proof was given by Fernández-Baca and Lagergren [1998]:

**Corollary 16.36.** For any given number \( n \geq 3 \), a digraph \( G \) with \( O(n) \) vertices and a set \( S \subseteq V(G) \) of cardinality \( n \) with the following properties can be constructed in \( O(n^3 \log^3 n) \) time:

- \( |\delta^- (v)| + |\delta^+ (v)| \leq 3 \) for each \( v \in V(G) \);
- \( |\delta^- (v)| + |\delta^+ (v)| = 2 \) for each \( v \in S \); and
- \( |\delta^+ (A)| \geq \min\{|S \cap A|, |S \setminus A|\} \) for each \( A \subseteq V(G) \).

**Proof:** Let \( \gamma > 0 \) be the constant of Theorem 16.35, and let \( k := \left\lceil \frac{1}{\gamma} \right\rceil \). We first construct a 3-regular \( \gamma \)-expander \( H \) with \( n \) or \( n + 1 \) vertices, using Theorem 16.35.
We prove this by induction on \( w_v \).

So in both cases we have

\[
\delta_H^+(A) = k|\delta_H(A)| \geq k|\Gamma_H(A)| \geq k\gamma|A| \geq |A|.
\]

Similarly we have for any \( A \subseteq V(H') \) with \( |A| > \frac{|V(H')|}{2} \):

\[
\delta_H^+(A) = k|\delta_H(V(H') \setminus A)| \geq k|\Gamma_H(V(H') \setminus A)| \geq k\gamma|V(H') \setminus A| \geq |V(H') \setminus A|.
\]

So in both cases we have \( \delta_H^+(A) \geq \min\{|A|, |V(H') \setminus A|\} \).

Now we split up each vertex \( v \in V(H') \) into \( 6k+1 \) vertices \( x_{v,i}, i = 0, \ldots, 6k \), such that each vertex except \( x_{v,0} \) has degree 1. For each vertex \( x_{v,i} \) we now add vertices \( w_{v,i,j} \) and \( y_{v,i,j} \) \((j = 0, \ldots, 6k)\) connected by a path of length \( 12k + 2 \) with vertices \( w_{v,i,0}, w_{v,i,1}, \ldots, w_{v,i,6k}, x_{v,i}, y_{v,i,0}, \ldots, y_{v,i,6k} \) in this order. Finally we add edges \( (y_{v,i,j}, w_{v,i,j}) \) for all \( v \in V(H') \), all \( i \in \{0, \ldots, 6k\} \) and all \( j \in \{0, \ldots, 6k\} \setminus \{i\} \).

Altogether we have a vertex set \( Z_v \) of cardinality \( (6k+1)(12k+3) \) for each \( v \in V(H') \). The overall resulting graph \( G \) has \( |V(H')(6k+1)(12k+3) = O(n) \) vertices, each of degree two or three. By the construction, \( G[Z_v] \) contains \( \min\{|X_1|, |X_2|\} \) vertex-disjoint paths from \( X_1 \) to \( X_2 \) for any pair of disjoint subsets \( X_1, X_2 \) of \( \{x_{v,i} : i = 0, \ldots, 6k\} \).

We choose \( S \) to be an \( n \)-element subset of \( \{x_{v,0} : v \in V(H')\} \); note that each of these vertices has one entering and one leaving edge.

It remains to prove that \( |\delta^+(A)| \geq \min\{|S \cap A|, |S \setminus A|\} \) for each \( A \subseteq V(G) \).

We prove this by induction on \( |\{v \in V(H') : \emptyset \neq A \cap Z_v \neq Z_v\}| \). If this number is zero, i.e. \( A = \bigcup_{v \in B} Z_v \) for some \( B \subseteq V(H') \), then we have

\[
|\delta^+_G(A)| = |\delta^+_H(B)| \geq \min\{|B|, |V(H') \setminus B|\} \geq \min\{|S \cap A|, |S \setminus A|\}.
\]

Otherwise let \( v \in V(H') \) with \( \emptyset \neq A \cap Z_v \neq Z_v \). Let \( P := \{x_{v,i} : i = 0, \ldots, 6k\} \cap A \) and \( Q := \{x_{v,i} : i = 0, \ldots, 6k\} \setminus A \). If \( |P| \leq 3k \), then by the property of \( G[Z_v] \) we have

\[
|E^+_G(Z_v \cap A, Z_v \setminus A)| \geq |P| = |P \setminus S| + |P \cap S| \geq |E^+_G(A \setminus Z_v, A \cap Z_v)| + |P \cap S|.
\]

By applying the induction hypothesis to \( A \setminus Z_v \) we therefore get

\[
|\delta^+_G(A)| \geq |\delta^+_G(A \setminus Z_v)| + |P \cap S| \geq \min\{|S \cap (A \setminus Z_v)|, |S \setminus (A \setminus Z_v)|\} + |P \cap S| \geq \min\{|S \cap A|, |S \setminus A|\}.
\]

Similarly, if \( |P| \geq 3k + 1 \), then \( |Q| \leq 3k \) and by the property of \( G[Z_v] \) we have
\[ |E^+(G)(Z_v \cap A, Z_v \setminus A)| \geq |Q| = |Q \setminus S| + |Q \cap S| \]
\[ \geq |E^+(G)(A U Z_v, V(G) \setminus (A U Z_v))| + |Q \cap S|. \]

By applying the induction hypothesis to \( A \cup Z_v \) we therefore get
\[ |\delta^+(G)(A)| \geq |\delta^+(G)(A U Z_v)| + |Q \cap S| \]
\[ \geq \min(|S \cap (A U Z_v)|, |S \setminus (A U Z_v)|) + |Q \cap S| \]
\[ \geq \min(|S \cap A|, |S \setminus A|). \]

Now we can prove:


**Proof:** We describe an L-reduction \((f, g, \alpha, \beta)\) from Max-3Sat. To define \( f \), let \((X, Z)\) be an instance of Max-3Sat. For each variable \( x \in X \) which occurs in more than three, say in \( k \) clauses, we modify the instance as follows. We replace \( x \) by a new different variable in each clause. This way we introduce new variables \( x_1, \ldots, x_k \). We introduce additional constraints (and further variables) which ensure, roughly spoken, that it is favourable to assign the same truth value to all the variables \( x_1, \ldots, x_k \).

We construct \( G \) and \( S \) as in Corollary 16.36 and rename the vertices such that \( S = \{1, \ldots, k\} \). Now for each vertex \( v \in V(G) \setminus S \) we introduce a new variable \( x_v \), and for each edge \((v, w) \in E(G)\) we introduce a clause \( \{\overline{x_v}, x_w\} \). In total we have added at most
\[ \frac{3}{2}(k + 1) \left( 6 \left\lceil \frac{1}{\gamma} \right\rceil + 1 \right) \left( 12 \left\lceil \frac{1}{\gamma} \right\rceil + 3 \right) \leq 315 \left\lceil \frac{1}{\gamma} \right\rceil^2 k \]
new clauses, where \( \gamma \) is again the constant of Theorem 16.35.

Applying the above substitution for each variable we obtain an instance \((X', Z') = f(X, Z)\) of the 3-Occurrence Max-Sat Problem with
\[ |Z'| \leq |Z| + 315 \left\lceil \frac{1}{\gamma} \right\rceil^2 3|Z| \leq 946 \left\lceil \frac{1}{\gamma} \right\rceil^2 |Z|. \]

Hence
\[ \text{OPT}(X', Z') \leq |Z'| \leq 946 \left\lceil \frac{1}{\gamma} \right\rceil^2 |Z| \leq 1892 \left\lceil \frac{1}{\gamma} \right\rceil^2 \text{OPT}(X, Z), \]
because at least half of the clauses of a Max-Sat-instance can be satisfied (either by setting all variables true or all false). So we can set \( \alpha := 1892 \left\lceil \frac{1}{\gamma} \right\rceil^2 \).

To describe \( g \), let \( T' \) be a truth assignment of \( X' \). We first construct a truth assignment \( T'' \) of \( X' \) satisfying at least as many clauses of \( Z' \) as \( T' \), and satisfying all new clauses (corresponding to edges of the graphs \( G \) above). Namely, for
any variable $x$ occurring more than three times in $(X, Z)$, let $G$ be the graph constructed above, and let $A := \{ v \in V(G) : T'(x_v) = \text{true} \}$. If $|S \cap A| \geq |S \setminus A|$ then we set $T''(x_v) := \text{true}$ for all $v \in V(G)$, otherwise we set $T''(x_v) := \text{false}$ for all $v \in V(G)$. It is clear that all new clauses (corresponding to edges) are satisfied.

There are at most $\min\{|S \cap A|, |S \setminus A|\}$ old clauses satisfied by $T'$ but not by $T''$. On the other hand, $T'$ does not satisfy any of the clauses $\{ x_v, x_w \}$ for $(v, w) \in \delta_G^2(A)$. By the properties of $G$, the number of these clauses is at least $\min\{|S \cap A|, |S \setminus A|\}$.

Now $T''$ yields a truth assignment $T = g(X, Z, T')$ of $X$ in the obvious way: Set $T(x) := T''(x)$ for $x \in X \cap X'$ and $T(x) := T''(x_i)$ if $x_i$ is any variable replacing $x$ in the construction from $(X, Z)$ to $(X', Z')$.

$T$ violates as many clauses as $T''$. So if $c(X, Z, T)$ and $c'(X', Z', T')$ denote the number of satisfied clauses, we conclude

$$|Z| - c(X, Z, T) = |Z'| - c'(X', Z', T') \leq |Z'| - c'(X', Z', T') \quad (16.5)$$

On the other hand, any truth assignment $T$ of $X$ leads to a truth assignment $T'$ of $X'$ violating the same number of clauses (by setting the variables $x_v (v \in V(G))$ uniformly to $T(x)$ for each variable $x$ and corresponding graph $G$ in the above construction). Hence

$$|Z| - \text{OPT}(X, Z) \geq |Z'| - \text{OPT}(X', Z'). \quad (16.6)$$

Combining (16.5) and (16.6) we get

$$|\text{OPT}(X, Z) - c(X, Z, T)| \leq (|Z| - c(X, Z, T)) - (|Z| - \text{OPT}(X, Z)) \leq \text{OPT}(X', Z') - c'(X', Z', T') \leq |\text{OPT}(X', Z') - c'(X', Z', T')|,$$

where $T = g(X, Z, T')$. So $(f, g, \alpha, 1)$ is indeed an L-reduction.

This result is the starting point of several MAXSNP-hardness proofs. For example:

**Corollary 16.38.** (Papadimitriou and Yannakakis [1991]) The Maximum Stable Set Problem restricted to graphs with maximum degree 4 is MAXSNP-hard.

**Proof:** The construction of the proof of Theorem 15.23 defines an L-reduction from the 3-Occurrence Max-Sat Problem to the Maximum Stable Set Problem restricted to graphs with maximum degree 4: for each instance $(X, Z)$ a graph $G$ is constructed such that each from truth assignment satisfying $k$ clauses one easily obtains a stable set of cardinality $k$, and vice versa.
degree and deletes $v$ and all its neighbours, is a \((k+2)/3\)-factor approximation algorithm for the Maximum Stable Set Problem in graphs with maximum degree $k$ (Halldörsson and Radhakrishnan [1997]). For $k = 4$ this gives an approximation ratio of 2 which is better than the ratio 8 we get from the following proof (using the 2-factor approximation algorithm for the Minimum Vertex Cover Problem).

**Theorem 16.39.** (Papadimitriou and Yannakakis [1991]) The Minimum Vertex Cover Problem restricted to graphs with maximum degree 4 is MAXSNP-hard.

**Proof:** Consider the trivial transformation from the Maximum Stable Set Problem (Proposition 2.2) with $f(G) := G$ and $g(G, X) := V(G) \setminus X$ for all graphs $G$ and all $X \subseteq V(G)$. Although this is not an L-reduction in general, it is an L-reduction if restricted to graphs with maximum degree 4, as we shall show.

If $G$ has maximum degree 4, there exists a stable set of cardinality at least $|V(G)|/5$. So if we denote by $\alpha(G)$ the maximum cardinality of a stable set and by $\tau(G)$ the minimum cardinality of a vertex cover we have

\[
\alpha(G) \geq \frac{1}{4}(|V(G)| - \alpha(G)) = \frac{1}{4}\tau(G)
\]

and $\alpha(G) - |X| = |V(G) \setminus X| - \tau(G)$ for any stable set $X \subseteq V(G)$. Hence $(f, g, 4, 1)$ is an L-reduction. \hfill \Box

See Clementi and Trevisan [1999] for a stronger statement. In particular, there is no approximation scheme for the Minimum Vertex Cover Problem (unless $P = NP$). We shall prove MAXSNP-hardness of other problems in later chapters; see also Exercise 18.

**Exercises**

1. Formulate a 2-factor approximation algorithm for the following problem. Given a digraph with edge weights, find a directed acyclic subgraph of maximum weight.

   **Note:** No $k$-factor approximation algorithm for this problem is known for $k < 2$.

2. The $k$-Center Problem is defined as follows: given an undirected graph $G$, weights $c : E(G) \rightarrow \mathbb{R}_+$, and a number $k \in \mathbb{N}$, find a set $X \subseteq V(G)$ of cardinality $k$ such that

\[
\max_{v \in V(G)} \min_{x \in X} \text{dist}(v, x)
\]

is minimum. As usual we denote the optimum value by $\text{OPT}(G, c, k)$.

   (a) Let $S$ be a maximal stable set in $(V(G), \{\{v, w\} : \text{dist}(v, w) \leq 2R\})$. Show that then $\text{OPT}(G, c, |S|) \geq R$.

   (b) Use (a) to describe a 2-factor approximation algorithm for the $k$-Center Problem.

   (Hochbaum and Shmoys [1985])
* (c) Show that there is no \( r \)-factor approximation algorithm for the \textsc{k-Center Problem} for any \( r < 2 \).

\textit{Hint:} Use Exercise 12 of Chapter 15.
(Hsu and Nemhauser [1979])

3. Show that even \textsc{Max-2Sat} is \textsc{NP}-hard (\textit{Hint:} Reduction from \textsc{3Sat}). Deduce from this that the \textsc{Maximum Cut Problem} is also \textsc{NP}-hard. (The \textsc{Maximum Cut Problem} consists of finding a maximum cardinality cut in a given undirected graph.)

\textit{Note:} This is a generalization of Exercise 19 of Chapter 15.
(Garey, Johnson and Stockmeyer [1976])

4. Consider the following local search algorithm for the \textsc{Maximum Cut Problem} (cf. Exercise 3). Start with any partition \((S, V(G) \setminus S)\). Now check iteratively if some vertex can be added to \( S \) or deleted from \( S \) such that the resulting partition defines a cut with more edges. Stop if no such improvement is possible.

(a) Prove that the above is a 2-factor approximation algorithm. (Recall Exercise 10 of Chapter 2.)

(b) Can the algorithm be extended to the \textsc{Maximum Weight Cut Problem}, where we have nonnegative edge weights?

(c) Does the above algorithm always find the optimum solution for planar graphs, or for bipartite graphs? For both classes there is a polynomial-time algorithm (Exercise 7 of Chapter 12 and Proposition 2.27).

\textit{Note:} There exists a 1.139-factor approximation algorithm for the \textsc{Maximum Weight Cut Problem} (Goemans and Williamson [1995]; Mahajan and Ramesh [1999]). But there is no 1.062-factor approximation algorithm unless \( P = \text{NP} \) (Håstad [2001], Papadimitriou and Yannakakis [1991]).

5. In the \textsc{Directed Maximum Weight Cut Problem} we are given a digraph \( G \) with weights \( c : E(G) \to \mathbb{R}_+ \), and we look for a set \( X \subseteq V(G) \) such that \( \sum_{e \in \delta^+(X)} c(e) \) is maximum. Show that there is a 4-factor approximation algorithm for this problem.

\textit{Hint:} Use Exercise 4.

\textit{Note:} There is a 1.165-factor but no 1.09-factor approximation algorithm unless \( P = \text{NP} \) (Feige and Goemans [1995], Håstad [2001]).

6. Show that the performance guarantee in Theorem 16.5 is tight.

7. Can one find a minimum vertex cover (or a maximum stable set) in a bipartite graph in polynomial time?

8. Show that the \( L \)P relaxation \( \min\{cx : M^\top x \geq \mathbb{1}, x \geq 0\} \) of the \textsc{Minimum Weight Vertex Cover Problem}, where \( M \) is the incidence matrix of an undirected graph and \( c \in \mathbb{R}^{V(G)}_+ \), always has a half-integral optimum solution (i.e. one with entries 0, \( \frac{1}{2} \), 1 only). Derive another 2-factor approximation algorithm from this fact.

* 9. Consider the \textsc{Minimum Weight Feedback Vertex Set Problem}: Given an undirected graph \( G \) and weights \( c : V(G) \to \mathbb{R}_+ \), find a vertex set \( X \subseteq V(G) \)
of minimum weight such that $G - X$ is a forest. Consider the following recursive algorithm $A$:
If $E(G) = \emptyset$, then return $A(G, c) := \emptyset$. If $|\delta_G(x)| \leq 1$ for some $x \in V(G)$, then return $A(G, c) := A(G - x, c)$. If $c(x) = 0$ for some $x \in V(G)$, then return $A(G, c) := \{x\} \cup A(G - x, c)$. Otherwise let

$$
\epsilon := \min_{x \in V(G)} \frac{c(v)}{|\delta(v)|}
$$

and $c'(v) := c(v) - \epsilon|\delta(v)|$ ($v \in V(G)$). Let $X := A(G, c')$. For each $x \in X$ do: If $G - (X \setminus \{x\})$ is a forest, then set $X := X \setminus \{x\}$. Return $A(G, c) := x$.

Prove that this a 2-factor approximation algorithm for the **Minimum Weight Feedback Vertex Set Problem**.
(Becker and Geiger [1996])

10. Show that for each $n \in \mathbb{N}$ there is a bipartite graph on $2n$ vertices for which the **Greedy Colouring Algorithm** needs $n$ colours. So the algorithm may give arbitrarily bad results. However, show that there always exists an order of the vertices for which the algorithm finds an optimum colouring.

11. Show that the following classes of graphs are perfect:
(a) bipartite graphs;
(b) interval graphs: $\{\{v_1, \ldots, v_n\}, \{\{v_i, v_j\} : i \neq j, [a_i, b_i] \cap [a_j, b_j] \neq \emptyset\}\}$, where $[a_1, b_1], \ldots, [a_n, b_n]$ is a set of closed intervals;
(c) chordal graphs (see Exercise 28 of Chapter 8).

* 12. Let $G$ be an undirected graph. Prove that the following statements are equivalent:
(a) $G$ is perfect.
(b) For any weight function $c : V(G) \to \mathbb{Z}_+$ the maximum weight of a clique in $G$ equals the minimum number of stable sets such that each vertex $v$ is contained in $c(v)$ of them.
(c) For any weight function $c : V(G) \to \mathbb{Z}_+$ the maximum weight of a stable set in $G$ equals the minimum number of cliques such that each vertex $v$ is contained in $c(v)$ of them.
(d) The inequality system defining (16.1) is TDI.
(e) The clique polytope of $G$, i.e. the convex hull of the incidence vectors of all cliques in $G$, is given by

$$
\left\{ x \in \mathbb{R}^{V(G)}_+ : \sum_{v \in S} x_v \leq 1 \text{ for all stable sets } S \text{ in } G \right\}.
$$

(16.7)

(f) The inequality system defining (16.7) is TDI.

**Note:** The polytope (16.7) is called the antiblocker of the polytope (16.1).

13. An instance of Max-Sat is called $k$-satisfiable if any $k$ of its clauses can be simultaneously satisfied. Let $r_k$ be the fraction of clauses one can always satisfy in any $k$-satisfiable instance.
(a) Prove that $r_1 = \frac{1}{2}$. (**Hint:** Theorem 16.21.)
(b) Prove that \( r_2 = \frac{\sqrt{5} - 1}{2} \). (Hint: Some variables occur in one-element clauses (w.l.o.g. all one-element clauses are positive), set them true with probability \( a \) (for some \( \frac{1}{2} < a < 1 \)), and set the other variables true with probability \( \frac{1}{2} \). Apply the derandomization technique and choose \( a \) appropriately.)

(c) Prove that \( r_3 \geq \frac{2}{3} \).

(Lieberherr and Specker [1981])

14. Erdős [1967] showed the following: For each constant \( k \in \mathbb{N} \), the (asymptotically) best fraction of the edges that we can guarantee to be in the maximum cut is \( \frac{1}{2} \), even if we restrict attention to graphs without odd circuits of length \( k \) or less. (Compare Exercise 4(a).)

(a) What about \( k = \infty \)?

(b) Show how the Maximum Cut Problem can be reduced to Max-Sat.

   Hint: Use a variable for each vertex and two clauses \( \{x, y\}, \{\bar{x}, \bar{y}\} \) for each edge \( \{x, y\} \).

(c) Use (b) and Erdős’ Theorem in order to prove that \( r_k \leq \frac{3}{4} \) for all \( k \). (For a definition of \( r_k \), see Exercise 13.)

Note: Trevisan [2004] proved that \( \lim_{k \to \infty} r_k = \frac{3}{4} \).

15. Prove that the error probability \( \frac{1}{2} \) in Definition 16.24 can be replaced equivalently by any number between 0 and 1. Deduce from this (and the proof of Theorem 16.27) that there is no \( \rho \)-factor approximation algorithm for the Maximum Clique Problem for any \( \rho \geq 1 \) (unless \( P = NP \)).

16. Prove that the Maximum Clique Problem is L-reducible to the Set Packing Problem: Given a set system \( (U, S) \), find a maximum cardinality subfamily \( R \subseteq S \) whose elements are pairwise disjoint.

17. Prove that the Minimum Vertex Cover Problem has no absolute approximation algorithm (unless \( P = NP \)).

18. Prove that Max-2Sat is MAXSNP-hard.

   Hint: Use Corollary 16.38.

   (Papadimitriou and Yannakakis [1991])
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The Minimum Weight Perfect Matching Problem and the Weighted Matroid Intersection Problem discussed in earlier chapters are among the “hardest” problems for which a polynomial-time algorithm is known. In this chapter we deal with the following problem which turns out to be, in a sense, the “easiest” $NP$-hard problem:

\textbf{Knapsack Problem}

\textit{Instance:} Nonnegative integers $n$, $c_1, \ldots, c_n$, $w_1, \ldots, w_n$ and $W$.

\textit{Task:} Find a subset $S \subseteq \{1, \ldots, n\}$ such that $\sum_{j \in S} w_j \leq W$ and $\sum_{j \in S} c_j$ is maximum.

Applications arise whenever we want to select an optimum subset of bounded weight from a set of elements each of which has a weight and a profit.

We start by considering the fractional version in Section 17.1, which turns out to be solvable in linear time. The integral knapsack problem is $NP$-hard as shown in Section 17.2, but a pseudopolynomial algorithm solves it optimally. Combined with a rounding technique this can be used to design a fully polynomial approximation scheme, which is the subject of Section 17.3.

### 17.1 Fractional Knapsack and Weighted Median Problem

We consider the following problem:

\textbf{Fractional Knapsack Problem}

\textit{Instance:} Nonnegative integers $n$, $c_1, \ldots, c_n$, $w_1, \ldots, w_n$ and $W$.

\textit{Task:} Find numbers $x_1, \ldots, x_n \in [0, 1]$ such that $\sum_{j=1}^{n} x_j w_j \leq W$ and $\sum_{j=1}^{n} x_j c_j$ is maximum.

The following observation suggests a simple algorithm which requires sorting the elements appropriately:

**Proposition 17.1.** (Dantzig [1957]) \textit{Let $c_1, \ldots, c_n$, $w_1, \ldots, w_n$ and $W$ be non-negative integers with $\sum_{i=1}^{n} w_i > W$ and}$
\[
\frac{c_1}{w_1} \geq \frac{c_2}{w_2} \geq \cdots \geq \frac{c_n}{w_n},
\]
and let
\[
k := \min \left\{ j \in \{1, \ldots, n\} : \sum_{i=1}^{j} w_i > W \right\}.
\]
Then an optimum solution of the given instance of the Fractional Knapsack Problem is defined by
\[
\begin{align*}
x_j &:= 1 \quad \text{for } j = 1, \ldots, k - 1, \\
x_k &:= \frac{W - \sum_{j=1}^{k-1} w_j}{w_k}, \\
x_j &:= 0 \quad \text{for } j = k + 1, \ldots, n.
\end{align*}
\]

Sorting the elements takes \(O(n \log n)\) time (Theorem 1.5), and computing \(k\) can be done in \(O(n)\) time by simple linear scanning. Although this algorithm is quite fast, one can do even better. Observe that the problem reduces to a weighted median search:

**Definition 17.2.** Let \(n \in \mathbb{N}, z_1, \ldots, z_n \in \mathbb{R}, w_1, \ldots, w_n \in \mathbb{R}_+\) and \(W \in \mathbb{R}\) with \(0 < W \leq \sum_{i=1}^{n} w_i\). Then the \((w_1, \ldots, w_n; W)\)-weighted median with respect to \((z_1, \ldots, z_n)\) is defined to be the unique number \(z^*\) for which
\[
\sum_{i : z_i < z^*} w_i < W \leq \sum_{i : z_i \leq z^*} w_i.
\]

So we have to solve the following problem:

**Weighted Median Problem**

*Instance:* An integer \(n\), numbers \(z_1, \ldots, z_n \in \mathbb{R}, w_1, \ldots, w_n \in \mathbb{R}_+\) and a number \(W\) with \(0 < W \leq \sum_{i=1}^{n} w_i\).

*Task:* Find the \((w_1, \ldots, w_n; W)\)-weighted median with respect to \((z_1, \ldots, z_n)\).

An important special case is the following:

**Selection Problem**

*Instance:* An integer \(n\), numbers \(z_1, \ldots, z_n \in \mathbb{R}\), and an integer \(k \in \{1, \ldots, n\}\).

*Task:* Find the \(k\)-smallest number among \(z_1, \ldots, z_n\).

The weighted median can be determined in \(O(n)\) time: the following algorithm is a weighted version of the one by Blum et al. [1973]; see also Vygen [1997].
**Weighted Median Algorithm**

**Input:** An integer \( n \), numbers \( z_1, \ldots, z_n \in \mathbb{R}, w_1, \ldots, w_n \in \mathbb{R}_+ \) and a number \( W \) with \( 0 < W \leq \sum_{i=1}^{n} w_i \).

**Output:** The \((w_1, \ldots, w_n; W)\)-weighted median with respect to \((z_1, \ldots, z_n)\).

1. Partition the list \( z_1, \ldots, z_n \) into blocks of five elements each. Find the (non-weighted) median of each block. Let \( M \) be the list of these \( \lceil \frac{n}{5} \rceil \) median elements.

2. Find (recursively) the non-weighted median of \( M \), let it be \( z_m \).

3. Compare each element with \( z_m \). W.l.o.g. let \( z_i < z_m \) for \( i = 1, \ldots, k \), \( z_i = z_m \) for \( i = k + 1, \ldots, l \) and \( z_i > z_m \) for \( i = l + 1, \ldots, n \).

4. If \( \sum_{i=1}^{k} w_i < W \leq \sum_{i=1}^{l} w_i \) then stop \((z^* := z_m)\).

   - If \( \sum_{i=1}^{k} w_i < W \) then find recursively the \((w_{l+1}, \ldots, w_n; W - \sum_{i=1}^{l} w_i)\)-weighted median with respect to \((z_{l+1}, \ldots, z_n)\). Stop.
   - If \( \sum_{i=1}^{l} w_i \geq W \) then find recursively the \((w_1, \ldots, w_k; W)\)-weighted median with respect to \((z_1, \ldots, z_k)\). Stop.

**Theorem 17.3.** The **Weighted Median Algorithm** works correctly and takes \( O(n) \) time only.

**Proof:** The correctness is easily checked. Let us denote the worst-case running time for \( n \) elements by \( f(n) \). We obtain

\[
f(n) = O(n) + f \left( \lceil \frac{n}{5} \rceil \right) + O(n) + f \left( \frac{1}{2} \lceil \frac{n}{5} \rceil + 1 + \frac{1}{2} \lceil \frac{n}{5} \rceil + 2 \right),
\]

because the recursive call in 4 misses at least three elements out of at least half of the five-element blocks. The above recursion formula yields \( f(n) = O(n) \): as \( \lceil \frac{n}{5} \rceil \leq \frac{9}{41} n \) for all \( n \geq 37 \), one obtains \( f(n) \leq cn + f \left( \frac{9}{41} n \right) + f \left( \frac{7}{2 \cdot 41} n \right) \) for a suitable \( c \) and \( n \geq 37 \). Given this, \( f(n) \leq (82c + f(36))n \) can be verified easily by induction. So indeed the overall running time is linear.

We immediately obtain the following corollaries:

**Corollary 17.4.** (Blum et al. [1973]) The **Selection Problem** can be solved in \( O(n) \) time.

**Proof:** Set \( w_i := 1 \) for \( i = 1, \ldots, n \) and \( W := k \) and apply Theorem 17.3.

**Corollary 17.5.** The **Fractional Knapsack Problem** can be solved in linear time.
17. The Knapsack Problem

**Proof:** As remarked at the beginning of this section, setting \( z_i := \frac{c_i}{w_i} \) (\( i = 1, \ldots, n \)) reduces the **Fractional Knapsack Problem** to the **Weighted Median Problem**. \( \square \)

### 17.2 A Pseudopolynomial Algorithm

We now turn to the (integral) **Knapsack Problem**. The techniques of the previous section are also of some use here:

**Proposition 17.6.** Let \( c_1, \ldots, c_n, w_1, \ldots, w_n \) and \( W \) be nonnegative integers with \( w_j \leq W \) for \( j = 1, \ldots, n \), \( \sum_{i=1}^{n} w_i > W \), and

\[
\frac{c_1}{w_1} \geq \frac{c_2}{w_2} \geq \cdots \geq \frac{c_n}{w_n}.
\]

Let

\[
k := \min \left\{ j \in \{1, \ldots, n\} : \sum_{i=1}^{j} w_i > W \right\}.
\]

Then choosing the better of the two feasible solutions \( \{1, \ldots, k-1\} \) and \( \{k\} \) constitutes a 2-factor approximation algorithm for the **Knapsack Problem** with running time \( O(n) \).

**Proof:** Given any instance of the **Knapsack Problem**, elements \( i \in \{1, \ldots, n\} \) with \( w_i > W \) are of no use and can be deleted beforehand. Now if \( \sum_{i=1}^{n} w_i \leq W \), then \( \{1, \ldots, n\} \) is an optimum solution. Otherwise we compute the number \( k \) in \( O(n) \) time without sorting: this is just a **Weighted Median Problem** as above (Theorem 17.3).

By Proposition 17.1, \( \sum_{i=1}^{k} c_i \) is an upper bound on the optimum value of the **Fractional Knapsack Problem**, hence also for the integral **Knapsack Problem**. Therefore the better of the two feasible solutions \( \{1, \ldots, k-1\} \) and \( \{k\} \) achieves at least half the optimum value. \( \square \)

But we are more interested in an exact solution of the **Knapsack Problem**. However, we have to make the following observation:

**Theorem 17.7.** The **Knapsack Problem** is **NP-hard**.

**Proof:** We prove that the related decision problem defined as follows is **NP-complete**: given nonnegative integers \( n, c_1, \ldots, c_n, w_1, \ldots, w_n, W \) and \( K \), is there a subset \( S \subseteq \{1, \ldots, n\} \) such that \( \sum_{j \in S} w_j \leq W \) and \( \sum_{j \in S} c_j \geq K \)?

This decision problem obviously belongs to **NP**. To show that it is **NP-complete**, we transform **Subset-Sum** (see Corollary 15.27) to it. Given an instance \( c_1, \ldots, c_n, K \) of **Subset-Sum**, define \( w_j := c_j \) (\( j = 1, \ldots, n \)) and \( W := K \). Obviously this yields an equivalent instance of the above decision problem. \( \square \)
Since we have not shown the Knapsack Problem to be strongly NP-hard there is hope for a pseudopolynomial algorithm. Indeed, the algorithm given in the proof of Theorem 15.37 can easily be generalized by introducing weights on the edges and solving a shortest path problem. This leads to an algorithm with running time $O(nW)$ (Exercise 3).

By a similar trick we can also get an algorithm with an $O(nC)$ running time, where $C := \sum_{j=1}^{n} c_j$. We describe this algorithm in a direct way, without constructing a graph and referring to shortest paths. Since the correctness of the algorithm is based on simple recursion formulas we speak of a dynamic programming algorithm. It is basically due to Bellman [1956,1957] and Dantzig [1957].

**Dynamic Programming Knapsack Algorithm**

**Input:** Nonnegative integers $n$, $c_1, \ldots, c_n$, $w_1, \ldots, w_n$ and $W$.

**Output:** A subset $S \subseteq \{1, \ldots, n\}$ such that $\sum_{j \in S} w_j \leq W$ and $\sum_{j \in S} c_j$ is maximum.

1. Let $C$ be any upper bound on the value of the optimum solution, e.g.
   
   $$C := \sum_{j=1}^{n} c_j.$$

2. Set $x(0,0) := 0$ and $x(0,k) := \infty$ for $k = 1, \ldots, C$.

3. **For** $j := 1$ **to** $n$ **do:**
   
   **For** $k := 0$ **to** $C$ **do:**
   
   Set $s(j,k) := 0$ and $x(j,k) := x(j-1,k)$.

   **For** $k := c_j$ **to** $C$ **do:**
   
   If $x(j-1,k-c_j) + w_j \leq \min\{W,x(j,k)\}$ then:
   
   Set $x(j,k) := x(j-1,k-c_j) + w_j$ and $s(j,k) := 1$.

4. Let $k = \max\{i \in \{0, \ldots, C\} : x(n,i) < \infty\}$. Set $S := \emptyset$.

   **For** $j := n$ **down to** $1$ **do:**
   
   If $s(j,k) = 1$ then set $S := S \cup \{j\}$ and $k := k - c_j$.

**Theorem 17.8.** The Dynamic Programming Knapsack Algorithm finds an optimum solution in $O(nC)$ time.

**Proof:** The running time is obvious.

The variable $x(j,k)$ denotes the minimum total weight of a subset $S \subseteq \{1, \ldots, j\}$ with $\sum_{i \in S} w_i \leq W$ and $\sum_{i \in S} c_i = k$. The algorithm correctly computes these values using the recursion formulas

$$x(j,k) = \begin{cases} 
  x(j-1,k-c_j) + w_j & \text{if } c_j \leq k \text{ and } x(j-1,k-c_j) + w_j \leq \min\{W,x(j-1,k)\} \\
  x(j-1,k) & \text{otherwise}
\end{cases}$$

for $j = 1, \ldots, n$ and $k = 0, \ldots, C$. The variables $s(j,k)$ indicate which of these two cases applies. So the algorithm enumerates all subsets $S \subseteq \{1, \ldots, n\}$ except...
those that are infeasible or those that are dominated by others: $S$ is said to be dominated by $S'$ if $\sum_{j \in S} c_j = \sum_{j \in S'} c_j$ and $\sum_{j \in S} w_j \geq \sum_{j \in S'} w_j$. In $\S$ the best feasible subset is chosen.

Of course it is desirable to have a better upper bound $C$ than $\sum_{i=1}^n c_i$. For example, the 2-factor approximation algorithm of Proposition 17.6 can be run; multiplying the value of the returned solution by 2 yields an upper bound on the optimum value. We shall use this idea later.

The $O(nc)$-bound is not polynomial in the size of the input, because the input size can only be bounded by $O(n \log W + n \log W)$ (we may assume that $w_j \leq W$ for all $j$). But we have a pseudopolynomial algorithm which can be quite effective if the numbers involved are not too large. If both the weights $w_1, \ldots, w_n$ and the profits $c_1, \ldots, c_n$ are small, the $O(c_{\text{max}}w_{\text{max}})$-algorithm of Pisinger [1999] is the fastest one ($c_{\text{max}} := \max\{c_1, \ldots, c_n\}, w_{\text{max}} := \max\{w_1, \ldots, w_n\}$).

17.3 A Fully Polynomial Approximation Scheme

In this section we investigate the existence of approximation algorithms of the Knapsack Problem. By Proposition 16.16, the Knapsack Problem has no absolute approximation algorithm unless $P = NP$.

However, we shall prove that the Knapsack Problem has a fully polynomial approximation scheme. The first such algorithm was found by Ibarra and Kim [1975].

Since the running time of the Dynamic Programming Knapsack Algorithm depends on $C$, it is a natural idea to divide all numbers $c_1, \ldots, c_n$ by 2 and round them down. This will reduce the running time, but may lead to inaccurate solutions. More generally, setting

$$\bar{c}_j := \left\lfloor \frac{c_j}{t} \right\rfloor \quad (j = 1, \ldots, n)$$

will reduce the running time by a factor $t$. Trading accuracy for running time is typical for approximation schemes. For $S \subseteq \{1, \ldots, n\}$ we write $c(S) := \sum_{i \in S} c_i$. 

### Knapsack Approximation Scheme

**Input:** Nonnegative integers $n$, $c_1, \ldots, c_n$, $w_1, \ldots, w_n$ and $W$. A number $\epsilon > 0$.

**Output:** A subset $S \subseteq \{1, \ldots, n\}$ such that $\sum_{j \in S} w_j \leq W$ and $\sum_{j \in S} c_j \geq \frac{1}{1+\epsilon} \sum_{j \in S'} c_j$ for all $S' \subseteq \{1, \ldots, n\}$ with $\sum_{j \in S'} w_j \leq W$.

1. Run the 2-factor approximation algorithm of Proposition 17.6. Let $S_1$ be the solution obtained. If $c(S_1) = 0$ then set $S := S_1$ and stop.

2. Set $t := \max \left\{ 1, \frac{c(S_1)}{n} \right\}$.
   Set $\bar{c}_j := \left\lfloor \frac{c_j}{t} \right\rfloor$ for $j = 1, \ldots, n$. 

Apply the **Dynamic Programming Knapsack Algorithm** to the instance $(n, \bar{c}_1, \ldots, \bar{c}_n, w_1, \ldots, w_n, W)$; set $C := \frac{2c(S_1)}{t}$. Let $S_2$ be the solution obtained.

If $c(S_1) > c(S_2)$ then set $S := S_1$, else set $S := S_2$.

**Theorem 17.9.** (Ibarra and Kim [1975], Sahni [1976], Gens and Levner [1979]) The **Knapsack Approximation Scheme** is a fully polynomial approximation scheme for the **Knapsack Problem**; its running time is $O(n^2 \cdot \frac{1}{\epsilon})$.

**Proof:** If the algorithm stops in (1) then $S_1$ is optimal by Proposition 17.6. So we now assume $c(S_1) > 0$. Let $S^*$ be an optimum solution of the original instance. Since $2c(S_1) \geq c(S^*)$ by Proposition 17.6, $C$ in (3) is a correct upper bound on the value of the optimum solution of the rounded instance. So by Theorem 17.8, $S_2$ is an optimum solution of the rounded instance. Hence we have:

$$\sum_{j \in S_2} c_j \geq \sum_{j \in S_2} t\bar{c}_j = t \sum_{j \in S_2} \bar{c}_j \geq \sum_{j \in S^*} t\bar{c}_j > \sum_{j \in S^*} (c_j - t) \geq c(S^*) - nt.$$

If $t = 1$, then $S_2$ is optimal by Theorem 17.8. Otherwise the above inequality implies $c(S_2) \geq c(S^*) - \epsilon c(S_1)$, and we conclude that

$$(1 + \epsilon)c(S) \geq c(S_2) + \epsilon c(S_1) \geq c(S^*).$$

So we have a $(1 + \epsilon)$-factor approximation algorithm for any fixed $\epsilon > 0$. By Theorem 17.8 the running time of (3) can be bounded by

$$O(nC) = O\left(\frac{nc(S_1)}{t}\right) = O\left(n^2 \cdot \frac{1}{\epsilon}\right).$$

The other steps can easily be done in $O(n)$ time.

Lawler [1979] found a similar fully polynomial approximation scheme whose running time is $O\left(n \log \left(\frac{t}{\epsilon}\right) + \frac{1}{\epsilon^4}\right)$. This was improved by Kellerer and Pferschy [2004].

Unfortunately there are not many problems that have a fully polynomial approximation scheme. To state this more precisely, we consider the **Maximization Problem for Independence Systems**.

What we have used in our construction of the **Dynamic Programming Knapsack Algorithm** and the **Knapsack Approximation Scheme** is a certain dominance relation. We generalize this concept as follows:

**Definition 17.10.** Given an independence system $(E, \mathcal{F})$, a cost function $c : E \to \mathbb{Z}_+$, subsets $S_1, S_2 \subseteq E$, and $\epsilon > 0$. $S_1$ **$\epsilon$-dominates** $S_2$ if

$$\frac{1}{1 + \epsilon} c(S_1) \leq c(S_2) \leq (1 + \epsilon) c(S_1)$$

and there is a basis $B_1$ with $S_1 \subseteq B_1$ such that for each basis $B_2$ with $S_2 \subseteq B_2$ we have

$$(1 + \epsilon) c(B_1) \geq c(B_2).$$
\textbf{ε-DOMINANCE PROBLEM}

\textit{Instance:} An independence system \((E, \mathcal{F})\), a cost function \(c : E \to \mathbb{Z}_+\), a number \(\epsilon > 0\), and two subsets \(S_1, S_2 \subseteq E\).

\textit{Question:} Does \(S_1\) \(\epsilon\)-dominate \(S_2\)?

Of course the independence system is given by some oracle, e.g. an independence oracle. The Dynamic Programming Knapsack Algorithm made frequent use of 0-dominance. It turns out that the existence of an efficient algorithm for the \(\epsilon\)-DOMINANCE PROBLEM is essential for a fully polynomial approximation scheme.

\textbf{Theorem 17.11.} (Korte and Schrader [1981]) Let \(\mathcal{I}\) be a family of independence systems. Let \(\mathcal{I}'\) be the family of instances \((E, \mathcal{F}, c)\) of the \textsc{Maximization Problem For Independence Systems} with \((E, \mathcal{F}) \in \mathcal{I}\) and \(c : E \to \mathbb{Z}_+\), and let \(\mathcal{I}''\) be the family of instances \((E, \mathcal{F}, c, \epsilon, S_1, S_2)\) of the \(\epsilon\)-DOMINANCE PROBLEM with \((E, \mathcal{F}) \in \mathcal{I}\).

Then there exists a fully polynomial approximation scheme for the \textsc{Maximization Problem For Independence Systems} restricted to \(\mathcal{I}'\) if and only if there exists an algorithm for the \(\epsilon\)-DOMINANCE PROBLEM restricted to \(\mathcal{I}''\) whose running time is bounded by a polynomial in the length of the input and \(\frac{1}{\epsilon}\).

While the sufficiency is proved by generalizing the Knapsack Approximation Scheme (Exercise 10), the proof of the necessity is rather involved and not presented here. The conclusion is that if a fully polynomial approximation scheme exists at all, then a modification of the Knapsack Approximation Scheme does the job. See also Woeginger [2000] for a similar result.

To prove that for a certain optimization problem there is no fully polynomial approximation scheme, the following theorem is often more useful:

\textbf{Theorem 17.12.} (Garey and Johnson [1978]) A strongly NP-hard optimization problem satisfying

\[ \text{OPT}(I) \leq p(\text{size}(I), \text{largest}(I)) \]

for some polynomial \(p\) and all instances \(I\) has a fully polynomial approximation scheme only if \(P = NP\).

\textbf{Proof:} Suppose it has a fully polynomial approximation scheme. Then we apply it with

\[ \epsilon = \frac{1}{p(\text{size}(I), \text{largest}(I)) + 1} \]

and obtain an exact pseudopolynomial algorithm. By Proposition 15.39 this is impossible unless \(P = NP\). \(\square\)

\textbf{Exercises}

1. Consider the fractional multi-knapsack problem defined as follows. An instance consists of nonnegative integers \(m\) and \(n\), numbers \(w_j, c_{ij}\) and \(W_i\)
(1 ≤ i ≤ m, 1 ≤ j ≤ n). The task is to find numbers xij ∈ [0, 1] with \( \sum_{i=1}^{m} x_{ij} = 1 \) for all j and \( \sum_{j=1}^{n} x_{ij} w_j \leq W_i \) for all i such that \( \sum_{i=1}^{m} \sum_{j=1}^{n} x_{ij} c_{ij} \) is minimum.

Can one find a combinatorial polynomial-time algorithm for this problem (without using Linear Programming)?

**Hint:** Reduction to a Minimum Cost Flow Problem.

2. Consider the following greedy algorithm for the Knapsack Problem (similar to the one in Proposition 17.6). Sort the indices such that \( \frac{c_1}{w_1} \geq \cdots \geq \frac{c_n}{w_n} \). Set \( S := \emptyset \). For \( i := 1 \) to \( n \) do: If \( \sum_{j \in S \cup \{i\}} w_j \leq W \) then set \( S := S \cup \{i\} \). Show that this is not a k-factor approximation algorithm for any k.

3. Find an exact \( O(nW) \)-algorithm for the Knapsack Problem.

4. Consider the following problem: Given nonnegative integers \( n, c_1, \ldots, c_n, w_1, \ldots, w_n \) and \( W \), find a subset \( S \subseteq \{1, \ldots, n\} \) such that \( \sum_{j \in S} w_j \geq W \) and \( \sum_{j \in S} c_j \) is minimum. How can this problem be solved by a pseudopolynomial algorithm?

5. Can one solve the integral multi-knapsack problem (see Exercise 1) in pseudopolynomial time if \( m \) is fixed?

6. Let \( c \in [0, \ldots, k]^m \) and \( s \in [0, 1]^m \). How can one decide in \( O(mk) \) time whether \( \max \{ cx : x \in \mathbb{Z}_+^m, sx \leq 1 \} \leq k \)?

7. Consider the two Lagrangean relaxations of Exercise 20 of Chapter 5. Show that one of them can be solved in linear time while the other one reduces to \( m \) instances of the Knapsack Problem.

8. Let \( m \in \mathbb{N} \) be a constant. Consider the following scheduling problem: Given \( n \) jobs and \( m \) machines, costs \( c_{ij} \in \mathbb{Z}_+ \) (\( i = 1, \ldots, n, j = 1, \ldots, m \)), and capacities \( T_j \in \mathbb{Z}_+ \) (\( j = 1, \ldots, m \)), find an assignment \( f : \{1, \ldots, n\} \rightarrow \{1, \ldots, m\} \) such that \( |\{i \in \{1, \ldots, n\} : f(i) = j\}| \leq T_j \) for \( j = 1, \ldots, m \), and the total cost \( \sum_{i=1}^{n} c_{if(i)} \) is minimum.

Show that this problem has a fully polynomial approximation scheme.

9. Give a polynomial-time algorithm for the \( \epsilon \)-Dominance Problem restricted to matroids.

10. Prove the if-part of Theorem 17.11.
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18. Bin-Packing

Suppose we have \( n \) objects, each of a given size, and some bins of equal capacity. We want to assign the objects to the bins, using as few bins as possible. Of course the total size of the objects assigned to one bin should not exceed its capacity.

Without loss of generality, the capacity of the bins is 1. Then the problem can be formulated as follows:

**Bin-Packing Problem**

*Instance:* A list of nonnegative numbers \( a_1, \ldots, a_n \leq 1 \).

*Task:* Find a \( k \in \mathbb{N} \) and an assignment \( f : \{1, \ldots, n\} \rightarrow \{1, \ldots, k\} \) with \( \sum_{i : f(i) = j} a_i \leq 1 \) for all \( j \in \{1, \ldots, k\} \) such that \( k \) is minimum.

There are not many combinatorial optimization problems whose practical relevance is more obvious. For example, the simplest version of the cutting stock problem is equivalent: We are given many beams of equal length (say 1 meter) and numbers \( a_1, \ldots, a_n \). We want to cut as few of the beams as possible into pieces such that at the end we have beams of lengths \( a_1, \ldots, a_n \).

Although an instance \( I \) is some ordered list where numbers may appear more than once, we write \( x \in I \) for some element in the list \( I \) which is equal to \( x \). By \( |I| \) we mean the number of elements in the list \( I \). We shall also use the abbreviation \( \text{SUM}(a_1, \ldots, a_n) := \sum_{i=1}^{n} a_i \). This is an obvious lower bound: \( \lceil \text{SUM}(I) \rceil \leq \text{OPT}(I) \) holds for any instance \( I \).

In Section 18.1 we prove that the Bin-Packing Problem is strongly \( NP \)-hard and discuss some simple approximation algorithms. We shall see that no algorithm can achieve a performance ratio better than \( \frac{3}{2} \) (unless \( P = NP \)). However, one can achieve an arbitrary good performance ratio asymptotically: in Sections 18.2 and 18.3 we describe a fully polynomial asymptotic approximation scheme. This uses the Ellipsoid Method and results of Chapter 17.

18.1 Greedy Heuristics

In this section we shall analyse some greedy heuristics for the Bin-Packing Problem. There is no hope for an exact polynomial-time algorithm as the problem is \( NP \)-hard:
Theorem 18.1. The following problem is NP-complete: given an instance \( I \) of the Bin-Packing Problem, decide whether \( I \) has a solution with two bins.

**Proof:** Membership in \( NP \) is trivial. We transform the Partition problem (which is \( NP \)-complete: Corollary 15.28) to the above decision problem. Given an instance \( c_1, \ldots, c_n \) of Partition, consider the instance \( a_1, \ldots, a_n \) of the Bin-Packing Problem, where

\[
a_i = \frac{2c_i}{\sum_{j=1}^{n} c_j}.
\]

Obviously two bins suffice if and only if there is a subset \( S \subseteq \{1, \ldots, n\} \) such that \( \sum_{j \in S} c_j = \sum_{j \notin S} c_j \).

**Corollary 18.2.** Unless \( P = NP \), there is no \( \rho \)-factor approximation algorithm for the Bin-Packing Problem for any \( \rho < \frac{3}{2} \).

For any fixed \( k \), there is a pseudopolynomial algorithm which decides for a given instance \( I \) whether \( k \) bins suffice (Exercise 1). However, in general this problem is strongly \( NP \)-complete:

**Theorem 18.3.** (Garey and Johnson [1975]) The following problem is strongly \( NP \)-complete: given an instance \( I \) of the Bin-Packing Problem and a number \( B \), decide whether \( I \) can be solved with \( B \) bins.

**Proof:** Transformation from 3-Dimensional Matching (Theorem 15.26).

Given an instance \( U, V, W, T \) of 3DM, we construct a bin-packing instance \( I \) with \( 4|T| \) items. Namely, the set of items is

\[
S := \bigcup_{t=(u,v,w) \in T} \{t, (u, t), (v, t), (w, t)\}.
\]

Let \( U = \{u_1, \ldots, u_n\}, V = \{v_1, \ldots, v_n\} \) and \( W = \{w_1, \ldots, w_n\} \). For each \( x \in U \cup V \cup W \) we choose some \( t_x \in T \) such that \( (x, t_x) \in S \). For each \( t = (u_i, v_j, w_k) \in T \), the sizes of the items are now defined as follows:

- \( t \) has size \( \frac{1}{C} \left( 10N^4 + 8 - jN^2 - kN^3 \right) \)
- \((u_i, t)\) has size \( \frac{1}{C} \left( 10N^4 + iN + 1 \right) \) if \( t = t_{u_i} \)
  \( \frac{1}{C} \left( 11N^4 + iN + 1 \right) \) if \( t \neq t_{u_i} \)
- \((v_j, t)\) has size \( \frac{1}{C} \left( 10N^4 + jN^2 + 2 \right) \) if \( t = t_{v_j} \)
  \( \frac{1}{C} \left( 11N^4 + jN^2 + 2 \right) \) if \( t \neq t_{v_j} \)
- \((w_k, t)\) has size \( \frac{1}{C} \left( 10N^4 + kN^3 + 4 \right) \) if \( t = t_{w_k} \)
  \( \frac{1}{C} \left( 8N^4 + kN^3 + 4 \right) \) if \( t \neq t_{w_k} \)

where \( N := 100n \) and \( C := 40N^4 + 15 \). This defines an instance \( I = (a_1, \ldots, a_{4|T|}) \) of the Bin-Packing Problem. We set \( B := |T| \) and claim that...
First assume that there is such a solution \( M \) of the 3DM instance. Since the solvability of \( I \) with \( B \) bins is independent of the choice of the \( t_x (x \in U \cup V \cup W) \), we may redefine them such that \( t_x \in M \) for all \( x \). Now for each \( t = (u, v, w) \in T \) we pack \( t, (u, t), (v, t), (w, t) \) into one bin. This yields a solution with \( |T| \) bins.

Conversely, let \( f \) be a solution of \( I \) with \( B = |T| \) bins. Since SUM\((I) = |T|\), each bin must be completely full. Since all the item sizes are strictly between \( \frac{1}{3} \) and \( \frac{1}{2} \), each bin must contain four items.

Consider one bin \( k \in \{1, \ldots, B\} \). Since \( C \sum_{i = f(i) = k} a_i = C \equiv 15 \mod N \), the bin must contain one \( t = (u, v, w) \in T \), one \((u', t') \in U \times T\), one \((v', t'') \in V \times T\), and one \((w', t''') \in W \times T\). Since \( C \sum_{i = f(i) = k} a_i = C \equiv 15 \mod N^2 \), we have \( u = u' \). Similarly, by considering the sum modulo \( N^3 \) and modulo \( N^4 \), we obtain \( v = v' \) and \( w = w' \). Furthermore, either \( t' = t_u \) and \( t'' = t_v \) and \( t''' = t_w \) (case 1) or \( t' \neq t_u \) and \( t'' \neq t_v \) and \( t''' \neq t_w \) (case 2).

We define \( M \) to consist of those \( t \in T \) for which \( t \) is assigned to a bin where case 1 holds. Obviously \( M \) is a solution to the 3DM instance.

Note that all the numbers in the constructed bin-packing instance \( I \) are polynomially large, more precisely \( O(n^4) \). Since 3DM is strongly \( NP \)-complete (Theorem 15.26, there are no numbers in a 3DM instance), the theorem is proved.

This proof is due to Papadimitriou [1994]. Even with the assumption \( P \neq NP \) the above result does not exclude the possibility of an absolute approximation algorithm, for example one which needs at most one more bin than the optimum solution. Whether such an algorithm exists is an open question.

The first algorithm one thinks of could be the following:

**Next-Fit Algorithm (NF)**

*Input:* An instance \( a_1, \ldots, a_n \) of the Bin-Packing Problem.

*Output:* A solution \((k, f)\).

1. Set \( k := 1 \) and \( S := 0 \).
2. For \( i := 1 \) to \( n \) do:
   - If \( S + a_i > 1 \) then set \( k := k + 1 \) and \( S := 0 \).
   - Set \( f(i) := k \) and \( S := S + a_i \).

Let us denote by \( NF(I) \) the number \( k \) of bins this algorithm uses for instance \( I \).

**Theorem 18.4.** The Next-Fit Algorithm runs in \( O(n) \) time. For any instance \( I = a_1, \ldots, a_n \) we have

\[
NF(I) \leq 2[\text{SUM}(I)] - 1 \leq 2 \text{OPT}(I) - 1.
\]

**Proof:** The time bound is obvious. Let \( k := NF(I) \), and let \( f \) be the assignment found by the Next-Fit Algorithm. For \( j = 1, \ldots, \left\lfloor \frac{k}{2} \right\rfloor \) we have
Adding these inequalities we get
\[
\left\lfloor \frac{k}{2} \right\rfloor < \text{SUM}(I).
\]
Since the left-hand side is an integer, we conclude that
\[
\frac{k - 1}{2} \leq \left\lfloor \frac{k}{2} \right\rfloor \leq \lceil \text{SUM}(I) \rceil - 1.
\]
This proves \( k \leq 2\lceil \text{SUM}(I) \rceil - 1 \). The second inequality is trivial.

The instances \( 2\varepsilon, 1 - \varepsilon, 2\varepsilon, 1 - \varepsilon, \ldots, 2\varepsilon \) for very small \( \varepsilon > 0 \) show that this bound is best possible. So the \textsc{Next-Fit Algorithm} is a 2-factor approximation algorithm. Naturally the performance ratio becomes better if the numbers involved are small:

**Proposition 18.5.** Let \( 0 < \gamma < 1 \). For any instance \( I = a_1, \ldots, a_n \) with \( a_i < \gamma \) for all \( i \in \{1, \ldots, n\} \) we have
\[
\text{NF}(I) \leq \left\lceil \frac{\text{SUM}(I)}{1 - \gamma} \right\rceil.
\]

**Proof:** We have \( \sum_{i : f(i) = j} a_i > 1 - \gamma \) for \( j = 1, \ldots, \text{NF}(I) - 1 \). By adding these inequalities we get \( (\text{NF}(I) - 1)(1 - \gamma) < \text{SUM}(I) \) and thus
\[
\text{NF}(I) - 1 \leq \left\lceil \frac{\text{SUM}(I)}{1 - \gamma} \right\rceil - 1.
\]

A second approach in designing an efficient approximation algorithm could be the following:

**First-Fit Algorithm (FF)**

**Input:** An instance \( a_1, \ldots, a_n \) of the Bin-Packing Problem.

**Output:** A solution \( (k, f) \).

1. **For** \( i := 1 \) **to** \( n \) **do:**
   
   Set \( f(i) := \min \left\{ j \in \mathbb{N} : \sum_{h < i : f(h) = j} a_h + a_i \leq 1 \right\} \).

2. **Set** \( k := \max_{i \in \{1, \ldots, n\}} f(i) \).

Of course the **First-Fit Algorithm** cannot be worse than **Next-Fit**. So **First-Fit** is another 2-factor approximation algorithm. Indeed, it is better:
Theorem 18.6. (Johnson et al. [1974], Garey et al. [1976]) For all instances $I$ of the Bin-Packing Problem,

$$FF(I) \leq \left\lceil \frac{17}{10} \text{OPT}(I) \right\rceil.$$ 

Furthermore, there exist instances $I$ with $\text{OPT}(I)$ arbitrarily large and

$$FF(I) \geq \frac{17}{10}(\text{OPT}(I) - 1).$$

We omit the complicated proof. For some small values of $\text{OPT}(I)$, the bound $FF(I) \leq \frac{7}{9} \text{OPT}(I)$ by Simchi-Levi [1994] is better. Proposition 18.5 shows that the Next-Fit (and thus the First-Fit) Algorithm behaves well if the pieces are small. So it is natural to treat the large pieces first. The following modification of the First-Fit Algorithm scans the $n$ numbers in decreasing order:

**First-Fit-Decreasing Algorithm (FFD)**

**Input:** An instance $a_1, \ldots, a_n$ of the Bin-Packing Problem.

**Output:** A solution $(k, f)$.

1. Sort the numbers such that $a_1 \geq a_2 \geq \ldots \geq a_n$.
2. Apply the First-Fit Algorithm.

Theorem 18.7. (Simchi-Levi [1994]) The First-Fit-Decreasing Algorithm is a $\frac{3}{2}$-factor approximation algorithm for the Bin-Packing Problem.

**Proof:** Let $I$ be an instance and $k := FFD(I)$. Consider the $j$-th bin for $j := \lceil \frac{3}{2}k \rceil$. If it contains an item of size $> \frac{1}{2}$, then each bin with smaller index did not have space for this item, thus has been assigned an item before. As the items are considered in nonincreasing order, there are at least $j$ items of size $> \frac{1}{2}$. Thus $\text{OPT}(I) \geq j \geq \frac{3}{2}k$.

Otherwise the $j$-th bin, and thus each bin with greater index, contains no item of size $> \frac{1}{2}$. Hence the bins $j, j+1, \ldots, k$ contain at least $2(k-j)+1$ items, none of which fits into bins $1, \ldots, j-1$. Thus $\text{SUM}(I) > \min\{j-1, 2(k-j)+1\} \geq \min\{\frac{3}{2}k-1, 2(k-(\frac{3}{2}k+\frac{3}{2}))+1\} = \frac{3}{2}k-1$ and $\text{OPT}(I) \geq \text{SUM}(I) > \lceil \frac{3}{2}k \rceil - 1$, i.e. $\text{OPT}(I) \geq \lceil \frac{3}{2}k \rceil$. 

By Corollary 18.2 this is best possible (indeed, consider the instance $0.4, 0.4, 0.3, 0.3, 0.3, 0.3$). However, the asymptotic performance guarantee is better: Johnson [1973] proved that $FFD(I) \leq \frac{11}{9} \text{OPT}(I) + 4$ for all instances $I$ (see also Johnson [1974]). Baker [1985] gave a simpler proof showing $FFD(I) \leq \frac{11}{9} \text{OPT}(I) + 3$. The strongest result known is the following:
Theorem 18.8. (Yue [1990]) For all instances \( I \) of the Bin-Packing Problem,

\[
FFD(I) \leq \frac{11}{9} \text{OPT}(I) + 1.
\]

Yue’s proof is shorter than the earlier ones, but still too involved to be presented here. However, we present a class of instances \( I \) with \( \text{OPT}(I) \) arbitrarily large and \( FFD(I) = \frac{11}{9} \text{OPT}(I) \). (This example is taken from Garey and Johnson [1979].)

Namely, let \( \epsilon > 0 \) be small enough and \( I = \{a_1, \ldots, a_{30m}\} \) with

\[
a_i = \begin{cases} 
\frac{1}{2} + \epsilon & \text{if } 1 \leq i \leq 6m, \\
\frac{1}{4} + 2\epsilon & \text{if } 6m < i \leq 12m, \\
\frac{1}{4} + \epsilon & \text{if } 12m < i \leq 18m, \\
\frac{1}{4} - 2\epsilon & \text{if } 18m < i \leq 30m.
\end{cases}
\]

The optimum solution consists of

- 6m bins containing \( \frac{1}{2} + \epsilon, \frac{1}{4} + \epsilon, \frac{1}{4} - 2\epsilon \),
- 3m bins containing \( \frac{1}{4} + 2\epsilon, \frac{1}{4} + 2\epsilon, \frac{1}{4} - 2\epsilon, \frac{1}{4} - 2\epsilon \).

The FFD-solution consists of

- 6m bins containing \( \frac{1}{2} + \epsilon, \frac{1}{4} + 2\epsilon \),
- 2m bins containing \( \frac{1}{4} + \epsilon, \frac{1}{4} + \epsilon, \frac{1}{4} + \epsilon \),
- 3m bins containing \( \frac{1}{4} - 2\epsilon, \frac{1}{4} - 2\epsilon, \frac{1}{4} - 2\epsilon, \frac{1}{4} - 2\epsilon \).

So \( \text{OPT}(I) = 9m \) and \( FFD(I) = 11m \).

There are several other algorithms for the Bin-Packing Problem, some of them having a better asymptotic performance ratio than \( \frac{11}{9} \). In the next section we show that an asymptotic performance ratio arbitrarily close to 1 can be achieved.

In some applications one has to pack the items in the order they arrive without knowing the subsequent items. Algorithms that do not use any information about the subsequent items are called online algorithms. For example, Next-Fit and First-Fit are online algorithms, but the First-Fit-Decreasing Algorithm is not an online algorithm. The best known online algorithm for the Bin-Packing Problem has an asymptotic performance ratio of 1.59 (Seiden [2002]). On the other hand, van Vliet [1992] proved that there is no online asymptotic 1.54-factor approximation algorithm for the Bin-Packing Problem. A weaker lower bound is the subject of Exercise 5.
18.2 An Asymptotic Approximation Scheme

In this section we show that for any $\epsilon > 0$ there is a linear-time algorithm which guarantees to find a solution with at most $(1 + \epsilon) \text{OPT}(I) + \frac{1}{\epsilon^2}$ bins.

We start by considering instances with not too many different numbers. We denote the different numbers in our instance $I$ by $s_1, \ldots, s_m$. Let $I$ contain exactly $b_i$ copies of $s_i$ $(i = 1, \ldots, m)$.

Let $T_1, \ldots, T_N$ be all the possibilities of how a single bin can be packed:

$$\{T_1, \ldots, T_N\} := \left\{(k_1, \ldots, k_m) \in \mathbb{Z}_+^m : \sum_{i=1}^m k_i s_i \leq 1\right\}$$

We write $T_j = (t_{j1}, \ldots, t_{jm})$. Then our Bin-Packing Problem is equivalent to the following integer programming formulation (due to Eisemann [1957]):

$$\begin{align*}
\text{min} & \quad \sum_{j=1}^N x_j \\
\text{s.t.} & \quad \sum_{j=1}^N t_{ji} x_j \geq b_i \quad (i = 1, \ldots, m) \\
& \quad x_j \geq 0 \quad (j = 1, \ldots, N).
\end{align*}$$

(18.1)

We actually want $\sum_{j=1}^N t_{ji} x_j = b_i$, but relaxing this constraint makes no difference. The LP relaxation of (18.1) is:

$$\begin{align*}
\text{min} & \quad \sum_{j=1}^N x_j \\
\text{s.t.} & \quad \sum_{j=1}^N t_{ji} x_j \geq b_i \quad (i = 1, \ldots, m) \\
& \quad x_j \geq 0 \quad (j = 1, \ldots, N).
\end{align*}$$

(18.2)

The following theorem says that by rounding a solution of the LP relaxation (18.2) one obtains a solution of (18.1), i.e. of the Bin-Packing Problem, which is not much worse:

**Theorem 18.9.** (Fernandez de la Vega and Lueker [1981]) Let $I$ be an instance of the Bin-Packing Problem with only $m$ different numbers. Let $x$ be a feasible (not necessarily optimum) solution of (18.2) with at most $m$ nonzero components. Then a solution of the Bin-Packing Problem with at most $\sum_{j=1}^N x_j + \frac{m+1}{2}$ bins can be found in $O(|I|)$ time.
Proof: Consider \([x]\), which results from \(x\) by rounding down each component. \([x]\) does not in general pack \(I\) completely (it might pack some numbers more often than necessary, but this does not matter). The remaining pieces form an instance \(I'\). Observe that

\[
\text{SUM}(I') = \sum_{j=1}^{N} (x_j - [x_j]) \sum_{i=1}^{m} t_{ji} s_i \leq \sum_{j=1}^{N} x_j - \sum_{j=1}^{N} [x_j].
\]

So it is sufficient to pack \(I'\) into at most \(\text{SUM}(I') + \frac{m+1}{2}\) bins, because then the total number of bins used is no more than

\[
\sum_{j=1}^{N} [x_j] + \text{SUM}(I') + \frac{m+1}{2} \leq \sum_{j=1}^{N} x_j + \frac{m+1}{2}.
\]

We consider two packing methods for \(I'\). Firstly, the vector \([x] - [x]\) certainly packs at least the elements of \(I'\). The number of bins used is at most \(m\) since \(x\) has at most \(m\) nonzero components. Secondly, we can obtain a packing of \(I'\) using at most \(2[\text{SUM}(I')] - 1 \leq 2\text{SUM}(I') + 1\) bins by applying the Next-Fit Algorithm (Theorem 18.4). Both packings can be obtained in linear time.

The better of these two packings uses at most \(\min\{m, 2\text{SUM}(I') + 1\} \leq \text{SUM}(I') + \frac{m+1}{2}\) bins. The theorem is proved.

Corollary 18.10. (Fernandez de la Vega and Lueker [1981]) Let \(m\) and \(\gamma > 0\) be fixed constants. Let \(I\) be an instance of the Bin-Packing Problem with only \(m\) different numbers, none of which is less than \(\gamma\). Then we can find a solution with at most \(\text{OPT}(I) + \frac{m+1}{2}\) bins in \(O(|I|)\) time.

Proof: By the Simplex Algorithm (Theorem 3.13) we can find an optimum basic solution \(x^*\) of (18.2), i.e. a vertex of the polyhedron. Since any vertex satisfies \(N\) of the constraints with equality (Proposition 3.8), \(x^*\) has at most \(m\) nonzero components.

The time needed to determine \(x^*\) depends on \(m\) and \(N\) only. Observe that \(N \leq (m+1)^\gamma\), because there can be at most \(\frac{1}{\gamma}\) elements in each bin. So \(x^*\) can be found in constant time.

Since \(\sum_{j=1}^{N} x_j^* \leq \text{OPT}(I)\), an application of Theorem 18.9 completes the proof.

Using the Ellipsoid Method (Theorem 4.18) leads to the same result. This is not best possible: one can even determine the exact optimum in polynomial time for fixed \(m\) and \(\gamma\), since Integer Programming with a constant number of variables can be solved in polynomial time (Lenstra [1983]). However, this would not help us substantially. We shall apply Theorem 18.9 again in the next section and obtain the same performance guarantee in polynomial time even if \(m\) and \(\gamma\) are not fixed (in the proof of Theorem 18.14).

We are now able to formulate the algorithm of Fernandez de la Vega and Lueker [1981]. Roughly it proceeds as follows. First we distribute the \(n\) numbers
into $m + 2$ groups according to their size. We pack the group with the largest ones using one bin for each number. Then we pack the $m$ middle groups by first rounding the size of each number to the largest number in its group and then applying Corollary 18.10. Finally we pack the group with the smallest numbers.

**FERNANDEZ-DE-LA-VEGA-LUEKER ALGORITHM**

<table>
<thead>
<tr>
<th>Input:</th>
<th>An instance $I = a_1, \ldots, a_n$ of the Bin-Packing Problem. A number $\epsilon &gt; 0$.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Output:</td>
<td>A solution $(k, f)$ for $I$.</td>
</tr>
</tbody>
</table>

1. Set $\gamma := \frac{\epsilon}{\epsilon + 1}$ and $h := \lceil \epsilon \ \text{SUM}(I) \rceil$.

2. Let $I_1 = L, M, R$ be a rearrangement of the list $I$, where $M = K_0, y_1, K_1, y_2, \ldots, K_{m-1}, y_m$ and $L, K_0, K_1, \ldots, K_{m-1}$ and $R$ are again lists, such that the following properties hold:
   (a) For all $x \in L: x < \gamma$.
   (b) For all $x \in K_0: \gamma \leq x \leq y_1$.
   (c) For all $x \in K_i: y_i \leq x \leq y_{i+1}$ ($i = 1, \ldots, m - 1$).
   (d) For all $x \in R: y_m \leq x$.
   (e) $|K_1| = \cdots = |K_{m-1}| = |R| = h - 1$ and $|K_0| \leq h - 1$.

$(k, f)$ is now determined by the following three packing steps:

3. Find a packing $S_R$ of $R$ using $|R|$ bins.

4. Consider the instance $Q$ consisting of the numbers $y_1, y_2, \ldots, y_m$, each appearing $h$ times. Find a packing $S_Q$ of $Q$ using at most $m^2 + 1$ more bins than necessary (using Corollary 18.10). Transform $S_Q$ into a packing $S_M$ of $M$.

5. As long as a bin of $S_R$ or $S_M$ has room amounting to at least $\gamma$, fill it with elements of $L$. Finally, find a packing of the rest of $L$ using the Next-Fit Algorithm.

In (4) we used a slightly weaker bound than the one obtained in Corollary 18.10. This does not hurt here, and we shall need the above form in Section 18.3. The above algorithm is an asymptotic approximation scheme. More precisely:

**Theorem 18.11.** (Fernandez de la Vega and Lueker [1981]) For each $0 < \epsilon \leq \frac{1}{2}$ and each instance $I$ of the Bin-Packing Problem, the Fernandez-de-la-Vega-Lueker Algorithm returns a solution using at most $(1 + \epsilon) \text{OPT}(I) + \frac{1}{\epsilon^2}$ bins. The running time is $O(n \frac{1}{\epsilon^2})$ plus the time needed to solve (18.2). For fixed $\epsilon$, the running time is $O(n)$.

**Proof:** In (2), we first determine $L$ in $O(n)$ time. Then we set $m := \lceil \frac{|I| - |L|}{h} \rceil$. Since $\gamma(|I| - |L|) \leq \text{SUM}(I)$, we have

$$m \leq \frac{|I| - |L|}{h} \leq \frac{|I| - |L|}{\epsilon \ \text{SUM}(I)} \leq \frac{1}{\gamma \epsilon} = \frac{\epsilon + 1}{\epsilon^2}.$$
We know that $y_i$ must be the $(|I| + 1 - (m - i + 1)h)$-th smallest element ($i = 1, \ldots, m$). So by Corollary 17.4 we can find each $y_i$ in $O(n)$ time. We finally determine $K_0, K_1, \ldots, K_{m-1}, R$, each in $O(n)$ time. So Step 2 can be done in $O(mn)$ time. Note that $m = O(\frac{1}{\epsilon^2})$.

Steps 3, 4 and 5 – except the solution of (18.2) – can easily be implemented to run in $O(n)$ time. For fixed $\epsilon$, (18.2) can also be solved optimally in $O(n)$ time (Corollary 18.10).

We now prove the performance guarantee. Let $k$ be the number of bins that the algorithm uses. We write $|S_R|$ and $|S_M|$ for the number of bins used in the packing of $R$ and $M$, respectively.

We have

$$|S_R| \leq |R| = h - 1 < \epsilon \text{ SUM}(I) \leq \epsilon \text{ OPT}(I).$$

Secondly, observe that $\text{OPT}(Q) \leq \text{OPT}(I)$: the $i$-th largest element of $I$ is greater than or equal to the $i$-th largest element of $Q$ for all $i = 1, \ldots, hm$. Hence by Step 4 (Corollary 18.10) we have

$$|S_M| = |S_Q| \leq \text{OPT}(Q) + \frac{m}{2} + 1 \leq \text{OPT}(I) + \frac{m}{2} + 1.$$

In Step 5 we can pack some elements of $L$ into bins of $S_R$ and $S_M$. Let $L'$ be the list of the remaining elements in $L$.

**Case 1:** $L'$ is nonempty. Then the total size of the elements in each bin, except possibly for the last one, exceeds $1 - \gamma$, so we have $(1 - \gamma)(k - 1) < \text{SUM}(I) \leq \text{OPT}(I)$. We conclude that

$$k \leq \frac{1}{1 - \gamma} \text{OPT}(I) + 1 = (1 + \epsilon) \text{OPT}(I) + 1.$$

**Case 2:** $L'$ is empty. Then

$$k \leq |S_R| + |S_M|$$

$$< \epsilon \text{OPT}(I) + \text{OPT}(I) + \frac{m}{2} + 1$$

$$\leq (1 + \epsilon) \text{OPT}(I) + \frac{2\epsilon^2 + \epsilon + 1}{2\epsilon^2}$$

$$\leq (1 + \epsilon) \text{OPT}(I) + \frac{1}{\epsilon^2},$$

because $\epsilon \leq \frac{1}{2}$. 

Of course the running time grows exponentially in $\frac{1}{\epsilon}$. However, Karmarkar and Karp showed how to obtain a fully polynomial asymptotic approximation scheme. This is the subject of the next section.
18.3 The Karmarkar-Karp Algorithm

The algorithm of Karmarkar and Karp [1982] works just as the algorithm in the preceding section, but instead of solving the LP relaxation (18.2) optimally as in Corollary 18.10, it is solved with a constant absolute error.

The fact that the number of variables grows exponentially in $\frac{1}{\epsilon}$ might not prevent us from solving the LP: Gilmore and Gomory [1961] developed the column generation technique and obtained a variant of the Simplex Algorithm which solves (18.2) quite efficiently in practice. Similar ideas lead to a theoretically efficient algorithm if one uses the Grotschel-Lovász-Schrijver Algorithm instead.

In both above-mentioned approaches the dual LP plays a major role. The dual of (18.2) is:

$$\text{max} \quad y^b$$

s.t. $\sum_{i=1}^{m} t_{ji} y_i \leq 1 \quad (j = 1, \ldots, N)$

$$y_i \geq 0 \quad (i = 1, \ldots, m).$$

(18.3)

It has only $m$ variables, but an exponential number of constraints. However, the number of constraints does not matter as long as we can solve the Separation Problem in polynomial time. It will turn out that the Separation Problem is equivalent to a Knapsack Problem. Since we can solve Knapsack Problems with an arbitrarily small error, we can also solve the Weak Separation Problem in polynomial time. This idea enables us to prove:

**Lemma 18.12.** (Karmarkar and Karp [1982]) Let $I$ be an instance of the Bin-Packing Problem with only $m$ different numbers, none of which is less than $\gamma$. Let $\delta > 0$. Then a feasible solution $y^*$ of the dual LP (18.3) differing from the optimum by at most $\delta$ can be found in $O \left( m^6 \log^2 \frac{mn}{\gamma \delta} + \frac{m^5 n}{\delta} \log \frac{mn}{\gamma \delta} \right)$ time.

**Proof:** We may assume that $\delta = \frac{1}{p}$ for some natural number $p$. We apply the Grotschel-Lovász-Schrijver Algorithm (Theorem 4.19). Let $D$ be the polyhedron of (18.3). We have

$$B \left( x_0, \frac{\gamma}{2} \right) \subseteq [0, \gamma]^m \subseteq D \subseteq [0, 1]^m \subseteq B(x_0, \sqrt{m}),$$

where $x_0$ is the vector all of whose components are $\frac{\gamma}{2}$.

We shall prove that we can solve the Weak Separation Problem for (18.3), i.e. $D$ and $b$, and $\frac{\delta}{2}$ in $O \left( \frac{mn}{\delta} \right)$ time, independently of the size of the input vector $y$. By Theorem 4.19, this implies that the Weak Optimization Problem can be solved in $O \left( m^6 \log^2 \frac{m||b||}{\gamma \delta} + \frac{m^5 n}{\delta} \log \frac{m||b||}{\gamma \delta} \right)$ time, proving the lemma since $||b|| \leq n$. 

To show how to solve the Weak Separation Problem, let $y \in \mathbb{Q}^m$ be given. We may assume $0 \leq y \leq 1$ since otherwise the task is trivial. Now observe that $y$ is feasible if and only if
\[
\max\{xy : x \in \mathbb{Z}_+^m, \, xs \leq 1\} \leq 1,
\]
(18.4)
where $s = (s_1, \ldots, s_m)$ is the vector of the item sizes.

(18.4) is a kind of Knapsack Problem, so we cannot hope to solve it exactly. But this is not necessary, as the Weak Separation Problem only calls for an approximate solution.

Write $y' := \lfloor \frac{2n}{\delta} y \rfloor$ (the rounding is done componentwise). The problem
\[
\max\{y'x : x \in \mathbb{Z}_+^m, \, xs \leq 1\}
\]
(18.5)
can be solved optimally by dynamic programming, very similarly to the Dynamic Programming Knapsack Algorithm in Section 17.2 (see Exercise 6 of Chapter 17): Let $F(0) := 0$ and
\[
F(k) := \min\{F(k - y'_i) + s_i : i \in \{1, \ldots, m\}, \, y'_i \leq k\}
\]
for $k = 1, \ldots, \frac{4n}{\delta}$. $F(k)$ is the minimum size of a set of items with total cost $k$ (with respect to $y'$).

Now the maximum in (18.5) is less than or equal to $\frac{2n}{\delta}$ if and only if $F(k) > 1$ for all $k \in \{\frac{2n}{\delta} + 1, \ldots, \frac{4n}{\delta}\}$. The total time needed to decide this is $O\left(\frac{mn}{\delta}\right)$. There are two cases:

**Case 1:** The maximum in (18.5) is less than or equal to $\frac{2n}{\delta}$. Then $\frac{\delta}{2n} y'$ is a feasible solution of (18.3). Furthermore, $by - b \frac{\delta}{2n} y' \leq b \frac{\delta}{2n} \mathbb{I} = \frac{\delta}{2}$. The task of the Weak Separation Problem is done.

**Case 2:** There exists an $x \in \mathbb{Z}_+^m$ with $xs \leq 1$ and $y'x > \frac{2n}{\delta}$. Such an $x$ can easily be computed from the numbers $F(k)$ in $O\left(\frac{mn}{\delta}\right)$ time. We have $yx \geq \frac{\delta}{2n} y'x > 1$. Thus $x$ corresponds to a bin configuration that proves that $y$ is infeasible. Since we have $zx \leq 1$ for all $z \in D$, this is a separating hyperplane, and thus we are done.

**Lemma 18.13.** (Karmarkar and Karp [1982]) *Let $I$ be an instance of the Bin-Packing Problem with only $m$ different numbers, none of which is less than $\gamma$. Let $\delta > 0$. Then a feasible solution $x$ of the primal LP (18.2) differing from the optimum by at most $\delta$ and having at most $m$ nonzero components can be found in time polynomial in $n, m, \frac{1}{\delta}$ and $\frac{1}{\gamma}$.*

**Proof:** We first solve the dual LP (18.3) approximately, using Lemma 18.12. We obtain a vector $y^*$ with $y^*b \geq \text{OPT}(18.3) - \delta$. Now let $T_1, \ldots, T_{k_N}$ be those bin configurations that appeared as a separating hyperplane in Case 2 of the previous proof, plus the unit vectors (the bin configurations containing just one element). Note that $N'$ is bounded by the number of iterations in the Grötschel-Lovász-Schrijver Algorithm (Theorem 4.19), so $N' = O\left(m^2 \log \frac{mn}{\gamma\delta}\right)$.  

Consider the LP
\[
\begin{align*}
\text{max} & \quad yb \\
\text{s.t.} & \quad \sum_{i=1}^{m} t_{kj} y_i \leq 1 \quad (j = 1, \ldots, N') \\
& \quad y_i \geq 0 \quad (i = 1, \ldots, m).
\end{align*}
\] (18.6)

Observe that the above procedure for (18.3) (in the proof of Lemma 18.12) is also a valid application of the Grötschel-Lovász-Schrijver Algorithm for (18.6): the oracle for the Weak Separation Problem can always give the same answer as above. Therefore we have \( y^* b \geq \text{OPT}(18.6) - \delta \). Consider
\[
\begin{align*}
\text{min} & \quad \sum_{j=1}^{N'} x_{kj} \\
\text{s.t.} & \quad \sum_{j=1}^{N'} t_{kj} x_{kj} \geq b_i \quad (i = 1, \ldots, m) \\
& \quad x_{kj} \geq 0 \quad (j = 1, \ldots, N')
\end{align*}
\] (18.7)

which is the dual of (18.6). The LP (18.7) arises from (18.2) by eliminating the variables \( x_j \) for \( j \in \{1, \ldots, N\} \setminus \{k_1, \ldots, k_{N'}\} \) (forcing them to be zero). In other words, only \( N' \) of the \( N \) bin configurations can be used.

We have
\[
\text{OPT}(18.7) - \delta = \text{OPT}(18.6) - \delta \leq y^* b \leq \text{OPT}(18.3) = \text{OPT}(18.2).
\]

So it is sufficient to solve (18.7). But (18.7) is an LP of polynomial size: it has \( N' \) variables and \( m \) constraints; none of the entries of the matrix is larger than \( \frac{1}{\gamma} \), and none of the entries of the right-hand side is larger than \( n \). So by Khachiyan’s Theorem 4.18, it can be solved in polynomial time. We obtain an optimum basic solution \( x \) (\( x \) is a vertex of the polyhedron, so \( x \) has at most \( m \) nonzero components).

Now we apply the Fernandez-de-la-Vega-Lueker Algorithm with just one modification: we replace the exact solution of (18.2) by an application of Lemma 18.13. We summarize:

**Theorem 18.14.** (Karmarkar and Karp [1982]) *There is a fully polynomial asymptotic approximation scheme for the Bin-Packing Problem.*

**Proof:** We apply Lemma 18.13 with \( \delta = \frac{1}{2} \), obtaining an optimum solution \( x \) of (18.7) with at most \( m \) nonzero components. We have \( \|x\| \leq \text{OPT}(18.2) + \frac{1}{2} \). An application of Theorem 18.9 yields an integral solution using at most \( \text{OPT}(18.2) + \frac{1}{2} + \frac{m+1}{2} \) bins, as required in 4 of the Fernandez-de-la-Vega-Lueker Algorithm.
So the statement of Theorem 18.11 remains valid. Since \( m \leq \frac{2}{\epsilon^2} \) and \( \frac{1}{\gamma} \leq \frac{2}{\epsilon} \) (we may assume \( \epsilon \leq 1 \)), the running time for finding \( x \) is polynomial in \( n \) and \( \frac{1}{\epsilon} \).

The running time obtained this way is worse than \( O\left(\epsilon^{-40}\right) \) and completely out of the question for practical purposes. Karmarkar and Karp [1982] showed how to reduce the number of variables in (18.7) to \( m \) (while changing the optimum value only slightly) and thereby improve the running time (see Exercise 9). Plotkin, Shmoys and Tardos [1995] achieved a running time of \( O(n \log \epsilon^{-1} + \epsilon^{-6} \log \epsilon^{-1}) \).

Many generalizations have been considered. The two-dimensional bin packing problem, asking for packing a given set of axis-parallel rectangles into a minimum number of unit squares without rotation, does not have an asymptotic approximation scheme unless \( P = NP \) (Bansal and Sviridenko [2004]). See Caprara [2002] and the references therein for related results.

**Exercises**

1. Let \( k \) be fixed. Describe a pseudopolynomial algorithm which – given an instance \( I \) of the Bin-Packing Problem – finds a solution for this instance using no more than \( k \) bins or decides that no such solution exists.

2. Suppose that in an instance \( a_1, \ldots, a_n \) of the Bin-Packing Problem we have \( a_i > \frac{1}{3} \) for each \( i \). Reduce the problem to the Cardinality Matching Problem. Then show how to solve it in linear time.

3. Find an instance \( I \) of the Bin-Packing Problem, where \( FF(I) = 17 \) while \( OPT(I) = 10 \).

4. Implement the First-Fit Algorithm and the First-Fit-Decreasing Algorithm to run in \( O(n \log n) \) time.

5. Show that there is no online \( \frac{3}{4} \)-factor approximation algorithm for the Bin-Packing Problem unless \( P = NP \).
   
   **Hint:** Consider the list consisting of \( n \) elements of size \( \frac{1}{2} - \epsilon \) followed by \( n \) elements of size \( \frac{1}{2} + \epsilon \).

6. Show that 2 of the Fernandez-de-la-Vega-Lueker Algorithm can be implemented to run in \( O(n \log \frac{1}{\epsilon}) \) time.

7. Prove that for any \( \epsilon > 0 \) there exists a polynomial-time algorithm which for any instance \( I = (a_1, \ldots, a_n) \) of the Bin-Packing Problem finds a packing using the optimum number of bins but may violate the capacity constraints by \( \epsilon \), i.e. an \( f : \{1, \ldots, n\} \to \{1, \ldots, OPT(I)\} \) with \( \sum_{f(i) = j} a_i \leq 1 + \epsilon \) for all \( j \in \{1, \ldots, k\} \).

   **Hint:** Use ideas of Section 18.2.

   (Hochbaum and Shmoys [1987])

8. Consider the following Multiprocessor Scheduling Problem: Given a finite set \( A \) of tasks, a positive number \( t(a) \) for each \( a \in A \) (the processing time), and a number \( m \) of processors. Find a partition \( A = A_1 \cup A_2 \cup \cdots \cup A_m \) of \( A \) into \( m \) disjoint sets such that \( \max_{i=1}^{m} \sum_{a \in A_i} t(a) \) is minimum.
(a) Show that this problem is strongly \(NP\)-hard.
(b) Show that a greedy algorithm which successively assigns jobs (in arbitrary order) to the currently least used machine is a 2-factor approximation algorithm.
(c) Show that for each fixed \(m\) the problem has a fully polynomial approximation scheme.
   (Horowitz and Sahni [1976])
* (d) Use Exercise 7 to show that the \textsc{Multiprocessor Scheduling Problem} has an approximation scheme.
   (Hochbaum and Shmoys [1987])

Note: This problem has been the subject of the first paper on approximation algorithms (Graham [1966]). Many variations of scheduling problems have been studied; see e.g. (Graham et al. [1979]) or (Lawler et al. [1993]).

9. Consider the LP (18.6) in the proof of Lemma 18.13. All but \(m\) constraints can be thrown away without changing its optimum value. We are not able to find these \(m\) constraints in polynomial time, but we can find \(m\) constraints such that deleting all the others does not increase the optimum value too much (say not more than by one). How?

Hint: Let \(D^{(0)}\) be the LP (18.6) and iteratively construct LPs \(D^{(1)}, D^{(2)}, \ldots\) by deleting more and more constraints. At each iteration, a solution \(y^{(i)}\) of \(D^{(i)}\) is given with \(by^{(i)} \geq \text{OPT}(D^{(i)}) - \delta\). The set of constraints is partitioned into \(m + 1\) sets of approximately equal size, and for each of the sets we test whether the set can be deleted. This test is performed by considering the LP after deletion, say \(\overline{D}\), and applying the \textsc{Grotschel-Lovász-Schrijver Algorithm}. Let \(\overline{y}\) be a solution of \(\overline{D}\) with \(b\overline{y} \geq \text{OPT}(\overline{D}) - \delta\). If \(b\overline{y} \leq by^{(i)} + \delta\), the test is successful, and we set \(D^{(i+1)} := \overline{D}\) and \(y^{(i+1)} := \overline{y}\). Choose \(\delta\) appropriately.
   (Karmarkar and Karp [1982])

* 10. Find an appropriate choice of \(\epsilon\) as a function of \(\text{SUM}(I)\), such that the resulting modification of the \textsc{Karmarkar-Karp Algorithm} is a polynomial-time algorithm which guarantees to find a solution with at most \(\text{OPT}(I) + O\left(\frac{\text{OPT}(I) \log \log \text{OPT}(I)}{\log \text{OPT}(I)}\right) = \text{OPT}(I) + o(\text{OPT}(I))\) bins.
   (Johnson [1982])
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19. Multicommodity Flows and Edge-Disjoint Paths

The Multicommodity Flow Problem is a generalization of the Maximum Flow Problem. Given a digraph $G$ with capacities $u$, we now ask for an $s$-$t$-flow for several pairs $(s, t)$ (we speak of several commodities), such that the total flow through any edge does not exceed the capacity. We model the pairs $(s, t)$ by a second digraph; for technical reasons we have an edge from $t$ to $s$ when we ask for an $s$-$t$-flow. Formally we have:

**Directed Multicommodity Flow Problem**

*Instance:* A pair $(G, H)$ of digraphs on the same vertices. Capacities $u : E(G) \to \mathbb{R}_+$ and demands $b : E(H) \to \mathbb{R}_+$.

*Task:* Find a family $(x_f)_{f \in E(H)}$, where $x_f$ is an $s$-$t$-flow of value $b(f)$ in $G$ for each $f = (t, s) \in E(H)$, and

$$\sum_{f \in E(H)} x_f(e) \leq u(e) \quad \text{for all } e \in E(G).$$

There is also an undirected version which we shall discuss later. Again, the edges of $G$ are called supply edges, the edges of $H$ demand edges. If $u \equiv 1$, $b \equiv 1$ and $x$ is forced to be integral, we have the the Edge-Disjoint Paths Problem. Sometimes one also has edge weights and asks for a minimum cost multicommodity flow. But here we are only interested in feasible solutions.

Of course, the problem can be solved in polynomial time by means of Linear Programming (cf. Theorem 4.18). However the LP formulations are quite large, so it is also interesting that we have a combinatorial algorithm for solving the problem approximately; see Section 19.2. This algorithm uses an LP formulation as a motivation. Moreover, LP duality yields a useful good characterization of our problem as shown in Section 19.1. This leads to necessary (but in general not sufficient) conditions for the Edge-Disjoint Paths Problem.

In many applications one is interested in integral flows, or paths, and the Edge-Disjoint Paths Problem is the proper formulation.

We have considered a special case of this problem in Section 8.2, where we had a necessary and sufficient condition for the existence of $k$ edge-disjoint (or vertex-disjoint) paths from $s$ to $t$ for two given vertices $s$ and $t$ (Menger’s Theorems 8.9 and 8.10). We shall prove that the general Edge-Disjoint Paths Problem
problem is $NP$-hard, both in the directed and undirected case. Nevertheless there are some interesting special cases that can be solved in polynomial time, as we shall see in Sections 19.3 and 19.4.

19.1 Multicommodity Flows

We concentrate on the Directed Multicommodity Flow Problem but mention that all results of this section also hold for the undirected version:

**UNDIRECTED MULTICOMMODITY FLOW PROBLEM**

**Instance:** A pair $(G, H)$ of undirected graphs on the same vertices.
Capacities $u : E(G) \to \mathbb{R}_+$ and demands $b : E(H) \to \mathbb{R}_+$.

**Task:** Find a family $(x_f)_{f \in E(H)}$, where $x_f$ is an $s$-$t$-flow of value $b(f)$ in $(V(G), \{(v, w), (w, v) : \{v, w\} \in E(G)\})$ for each $f = \{t, s\} \in E(H)$, and

$$\sum_{f \in E(H)} (x_f((v, w)) + x_f((w, v))) \leq u(e)$$

for all $e = \{v, w\} \in E(G)$.

Both versions of the Multicommodity Flow Problem have a natural formulation as an LP (cf. the LP formulation of the Maximum Flow Problem in Section 8.1). Hence they can be solved in polynomial time (Theorem 4.18). Today polynomial-time algorithms which do not use Linear Programming are known only for some special cases.

We shall now mention a different LP formulation of the Multicommodity Flow Problem which will prove useful:

**Lemma 19.1.** Let $(G, H, u, b)$ be an instance of the (Directed or Undirected) Multicommodity Flow Problem. Let $C$ be the set of circuits of $G+H$ that contain exactly one demand edge. Let $M$ be a 0-1-matrix whose columns correspond to the elements of $C$ and whose rows correspond to the edges of $G$, where $M_{e,C} = 1$ iff $e \in C$. Similarly, let $N$ be a 0-1-matrix whose columns correspond to the elements of $C$ and whose rows correspond to the edges of $H$, where $N_{f,C} = 1$ iff $f \in C$.

Then each solution of the Multicommodity Flow Problem corresponds to at least one point in the polytope

$$\{ y \in \mathbb{R}^C : y \geq 0, My \leq u, Ny = b \},$$

and each point in this polytope corresponds to a unique solution of the Multicommodity Flow Problem.

**Proof:** To simplify our notation we consider the directed case only; the undirected case follows by substituting each undirected edge by the subgraph shown in Figure 8.2.
Let \((x^f)_{f \in E(H)}\) be a solution of the Multicommodity Flow Problem. For each \(f = (t, s) \in E(H)\) the \(s\)-\(t\)-flow \(x^f\) can be decomposed into a set \(P\) of \(s\)-\(t\)-paths and a set \(Q\) of circuits (Theorem 8.8): for each demand edge \(f\) we can write

\[
x^f(e) = \sum_{P \in P \cup Q : e \in E(P)} w(P)
\]

for \(e \in E(G)\), where \(w : P \cup Q \to \mathbb{R}_+\). We set \(y_{P+f} := w(P)\) for \(P \in \mathcal{P}\) and \(y_C := 0\) for \(f \in C \in \mathcal{C}\) with \(C - f \not\in \mathcal{P}\). This obviously yields a vector \(y \geq 0\) with \(My \leq u\) and \(Ny = b\).

Conversely, let \(y \geq 0\) with \(My \leq u\) and \(Ny = b\). Setting

\[
x^f(e) := \sum_{C \in C : e \in E(C)} y_C
\]

yields a solution of the Multicommodity Flow Problem. \(\Box\)

With the help of LP duality we can now derive a necessary and sufficient condition for the solvability of the Multicommodity Flow Problem. We shall also mention the connection to the Edge-Disjoint Paths Problem.

**Definition 19.2.** An instance \((G, H)\) of the (Directed or Undirected) Edge-Disjoint Paths Problem satisfies the distance criterion if for each \(z : E(G) \to \mathbb{R}_+\)

\[
\sum_{f = (t, s) \in E(H)} \text{dist}_{(G,z)}(s, t) \leq \sum_{e \in E(G)} z(e).
\]  

(19.2)

An instance \((G, H, u, b)\) of the Multicommodity Flow Problem satisfies the distance criterion if for each \(z : E(G) \to \mathbb{R}_+\)

\[
\sum_{f = (t, s) \in E(H)} b(f) \text{dist}_{(G,z)}(s, t) \leq \sum_{e \in E(G)} u(e)z(e).
\]

(In the undirected case, \((t, s)\) must be replaced by \(\{t, s\}\).)

The left-hand side of the distance criterion can be interpreted as a lower bound on the cost of a solution (with respect to edge costs \(z\)), while the right-hand side is an upper bound on the maximum possible cost.

**Theorem 19.3.** The distance criterion is necessary and sufficient for the solvability of the Multicommodity Flow Problem (in both the directed and the undirected case).

**Proof:** We again consider only the directed case, the undirected case follows via the substitution of Figure 8.2. By Lemma 19.1, the Multicommodity Flow Problem has a solution if and only if the polyhedron \(\{y \in \mathbb{R}_+^C : My \leq u, Ny = b\}\) is nonempty. By Corollary 3.20, this polyhedron is empty if and only if there are vectors \(z, w\) with \(z \geq 0, zM + wN \geq 0\) and \(zu + wb < 0\). (\(M\) and \(N\) are defined as above.)
The inequality \( zM + wN \geq 0 \) implies
\[-w_f \leq \sum_{e \in P} z_e \]
for each demand edge \( f = (t, s) \) and each \( s-t \)-path \( P \) in \( G \), so \(-w_f \leq \text{dist}(G, z)(s, t)\). Hence there exist vectors \( z, w \) with \( z \geq 0 \), \( zM + wN \geq 0 \) and \( zu + wb < 0 \) if and only if there exists a vector \( z \geq 0 \) with
\[zu \geq \sum_{f = (t, s) \in E(H)} \text{dist}(G, z)(s, t) b(f) \leq 0.\]
This completes the proof. \( \square \)

In Section 19.2 we shall show how the LP description of Lemma 19.1 and its dual can be used to design an algorithm for the Multicommodity Flow Problem.

Theorem 19.3 implies that the distance criterion is necessary for the solvability of the Edge-Disjoint Paths Problem, since this can be considered as a Multicommodity Flow Problem with \( b \equiv 1 \), \( u \equiv 1 \) and with integrality constraints. Another important necessary condition is the following:

**Definition 19.4.** An instance \((G, H)\) of the (Directed or Undirected) Edge-Disjoint Paths Problem satisfies the cut criterion if for each \( X \subseteq V(G) \)
\[-|\delta^+_G(X)| \geq |\delta^-_H(X)| \quad \text{in the directed case, or} \]
\[-|\delta_G(X)| \geq |\delta_H(X)| \quad \text{in the undirected case}.\]

**Corollary 19.5.** For an instance \((G, H)\) of the (Directed or Undirected) Edge-Disjoint Paths Problem, the following implications hold: \((G, H)\) has a solution \( \Rightarrow (G, H)\) satisfies the distance criterion \( \Rightarrow (G, H)\) satisfies the cut criterion.

**Proof:** The first implication follows from Theorem 19.3. For the second implication observe that the cut criterion is just a special case of the distance criterion, where weight functions of the type
\[z(e) := \begin{cases} 1 & \text{if } e \in \delta^+(X) \text{ (directed case) or } e \in \delta(X) \text{ (undirected case)} \\ 0 & \text{otherwise} \end{cases}\]
for \( X \subseteq V(G) \) are considered. \( \square \)

None of the implications can be reversed in general. Figure 19.1 shows examples where there is no (integral) solution but there is a fractional solution, i.e. a solution of the multicommodity flow relaxation. So here the distance criterion is satisfied. In the figures of this section demand edges are indicated by equal numbers at their endpoints. In the directed case, one should orient the demand edges so that they are realizable. (A demand edge \((t, s)\) or \(\{t, s\}\) is called realizable if \(t\) is reachable from \(s\) in the supply graph.)

The two examples shown in Figure 19.2 satisfy the cut criterion (this is easily checked), but not the distance criterion: in the undirected example choose \( z(e) = 1 \) for all \( e \in E(G) \), in the directed example choose \( z(e) = 1 \) for the bold edges and \( z(e) = 0 \) otherwise.
19.2 Algorithms for Multicommodity Flows

The definition of the Multicommodity Flow Problem directly gives rise to an LP formulation of polynomial size. Although this yields a polynomial-time algorithm it cannot be used for solving large instances: the number of variables is enormous. The LP description (19.1) given by Lemma 19.1 looks even worse since it has an exponential number of variables. Nevertheless this description proves much more useful in practice. We shall explain this now.

Since we are interested in a feasible solution only, we consider the LP
\[
\max\{0y : y \geq 0, \ My \leq u, \ Ny = b\}
\]
and its dual \(\min\{zu + wb : z \geq 0, \ zM + wN \geq 0\}\) which we can rewrite as
\[
\min\{zu + wb : z \geq 0, \ \text{dist}(G,z)(s,t) \geq -w(f) \ \text{for all } f = (t,s) \in E(H)\}\).
\]
(In the undirected case replace \((t,s)\) by \(\{t,s\}\).) This dual LP has only \(|E(G)| + |E(H)|\) variables but an exponential number of constraints. However, this is not important since the Separation Problem can be solved by \(|E(H)|\) shortest path computations; as only nonnegative vectors \(z\) have to be considered, we can use Dijkstra’s Algorithm here. If the dual LP is unbounded, then this proves infeasibility of the primal LP. Otherwise we can solve the dual LP, but this does not provide a primal solution in general.
Ford and Fulkerson [1958] suggested to use the above consideration to solve the primal LP directly, in combination with the Simplex Algorithm. Since most variables are zero at each iteration of the Simplex Algorithm, one only keeps track of those variables for which the nonnegativity constraint $y_C \geq 0$ does not belong to the current set $J$ of active rows. The other variables are not stored explicitly but “generated” when they are needed (when the nonnegativity constraint becomes inactive). The decision of which variable has to be generated in each step is equivalent to the Separation Problem for the dual LP, so in our case it reduces to a Shortest Path Problem. This column generation technique can be quite effective in practice.

Even with these techniques there are many practical instances that cannot be solved optimally. However, the above scheme also gives rise to an approximation algorithm. Let us first formulate our problem as an optimization problem:

**Maximum Multicommodity Flow Problem**

**Instance:** A pair $(G, H)$ of digraphs on the same vertices. Capacities $u : E(G) \to \mathbb{R}_+.$

**Task:** Find a family $(x^f)_{f \in E(H)},$ where $x^f$ is an $s$-$t$-flow in $G$ for each $f = (t, s) \in E(H),$ $\sum_{f \in E(H)} x^f(e) \leq u(e)$ for all $e \in E(G),$ and the total flow value $\sum_{f \in E(H)} \text{value}(x^f)$ is maximum.

There are other interesting formulations. For example one can look for flows satisfying the greatest possible fraction of given demands, or for flows satisfying given demands but violating capacities as slightly as possible. Moreover one can consider costs on edges. We consider only the Maximum Multicommodity Flow Problem; other problems can be attacked with similar techniques.

We again consider our LP formulation

$$\max \left\{ \sum_{P \in \mathcal{P}} y(P) : y \geq 0, \sum_{P \in \mathcal{P}, e \in E(P)} y(P) \leq u(e) \text{ for all } e \in E(G) \right\},$$

where $\mathcal{P}$ is the family of the $s$-$t$-paths in $G$ for all $(t, s) \in E(H),$ and its dual

$$\min \left\{ zu : z \geq 0, \sum_{e \in E(P)} z(e) \geq 1 \text{ for all } P \in \mathcal{P} \right\}.$$

We shall describe a primal-dual algorithm based on these formulations which turns out to be a fully polynomial approximation scheme. This algorithm always has a primal vector $y \geq 0$ that is not necessarily a feasible primal solution since capacity constraints might be violated. Initially $y = 0.$ At the end we shall multiply $y$ by a constant in order to meet all constraints. To store $y$ efficiently we keep track of the family $\mathcal{P}' \subseteq \mathcal{P}$ of those paths $P$ with $y(P) > 0;$ in contrast to $\mathcal{P}$ the cardinality of $\mathcal{P}'$ will be polynomially bounded.

The algorithm also has a dual vector $z \geq 0.$ Initially, $z(e) = \delta$ for all $e \in E(G),$ where $\delta$ depends on $n$ and $\epsilon.$ In each iteration, it finds a maximally violated dual
constraint (corresponding to a shortest s-t-path for \((t, s) \in E(H)\), with respect to edge lengths \(z\)) and increases \(z\) and \(y\) along this path:

**Multicommodity Flow Approximation Scheme**

**Input:** A pair \((G, H)\) of digraphs on the same vertices.

Capacities \(u : E(G) \rightarrow \mathbb{R}_+ \setminus \{0\}\). A number \(\epsilon\) with \(0 < \epsilon \leq \frac{1}{2}\).

**Output:** Numbers \(y : \mathcal{P} \rightarrow \mathbb{R}_+\) with \(\sum_{P \in \mathcal{P}, e \in E(P)} y(P) \leq u(e)\) for all \(e \in E(G)\).

1. Set \(y(P) := 0\) for all \(P \in \mathcal{P}\).
   Set \(\delta := (n(1 + \epsilon))^{-\lceil \frac{1}{\epsilon} \rceil}(1 + \epsilon)\) and \(z(e) := \delta\) for all \(e \in E(G)\).
2. Let \(P \in \mathcal{P}\) such that \(z(E(P))\) is minimum. 
   If \(z(E(P)) \geq 1\), then go to 4.
3. Let \(\gamma := \min_{e \in E(P)} u(e)\).
   Set \(y(P) := y(P) + \gamma\).
   Set \(z(e) := z(e) \left(1 + \frac{\epsilon \gamma}{u(e)}\right)\) for all \(e \in E(P)\).
   Go to 2.
4. Let \(\xi := \max_{e \in E(G)} \frac{1}{u(e)} \sum_{P \in \mathcal{P}, e \in E(P)} y(P)\).
   Set \(y(P) := \frac{y(P)}{\xi}\) for all \(P \in \mathcal{P}\).

This algorithm is due to Young [1995] and Garg and Könemann [1998], based on earlier work of Shahrkhi and Matula [1990], Shmoys [1996], and others.

**Theorem 19.6.** (Garg and Könemann [1998]) The Multicommodity Flow Approximation Scheme produces a feasible solution with total flow value at least \(\frac{1}{1 + \epsilon} \text{OPT}(G, H, u)\). Its running time is \(O\left(\frac{1}{\epsilon}km(m + n \log n)\log n\right)\), where \(k = |E(H)|\), \(n = |V(G)|\) and \(m = |E(G)|\), so it is a fully polynomial approximation scheme.

**Proof:** In each iteration the value \(z(e)\) increases by a factor \(1 + \epsilon\) for at least one edge \(e\) (the bottleneck edge). Since an edge \(e\) with \(z(e) \geq 1\) is never used anymore in any path, the total number of iterations is \(t \leq m \lceil \log_{1+\epsilon}(\frac{1}{\delta}) \rceil\). In each iteration we have to solve \(k\) instances of the Shortest Path Problem with nonnegative weights to determine \(P\). Using Dijkstra’s Algorithm (Theorem 7.4) we get an overall running time of \(O(tk(m + n \log n)) = O\left(km(m + n \log n)\log_{1+\epsilon}(\frac{1}{\delta})\right)\). The stated running time now follows from observing that, for \(0 < \epsilon \leq 1\),

\[
\log_{1+\epsilon}\left(\frac{1}{\delta}\right) = \frac{\log\left(\frac{1}{\delta}\right)}{\log(1 + \epsilon)} \leq \left\lceil \frac{\frac{5}{\epsilon}}{2} \log(2n) \frac{\epsilon}{\delta} \right\rceil = O\left(\frac{\log n}{\epsilon^2}\right);
\]

here we used \(\log(1 + \epsilon) \geq \frac{\epsilon}{2}\) for \(0 < \epsilon \leq 1\).

We also have to check that the maximum number of bits needed to store any number occurring in the computation is bounded by a polynomial in \(\log n +\)
size(ε) + 1/ε. This is clear for the y-variables. The number δ can be stored with
\( O\left(\frac{1}{ε} \cdot \text{size}(n(1+ε)) + \text{size}(ε)\right) = O\left(\frac{1}{ε} \cdot (\log n + \text{size}(ε))\right) \) bits. To deal with the
z-variables we assume that u is integral; otherwise we multiply all capacities
by the product of the denominators in the beginning (cf. Proposition 4.1). Then
the denominator of the z-variables is bounded at any time by the product of all
capacities and the denominator of δ. Since the numerator is at most twice the
denominator we have shown that the size of all numbers is indeed polynomial in
the input size and 1/ε.

The feasibility of the solution is guaranteed by (4).

Note that every time we add γ units of flow on edge e we increase the weight
z(e) by a factor \( 1 + \frac{εγ}{\max(ε)} \). This value is at least \( (1+ε)^{\frac{1}{ε}} \) because 1+εa ≥ (1+ε)^a
holds for 0 ≤ a ≤ 1 (both sides of this inequality are equal for a ∈ {0, 1}, and
the left-hand side is linear in a while the right-hand side is convex). Since e is not
used once z(e) ≥ 1, we cannot add more than \( u(e)(1 + \log_{1+ε}(\frac{1}{δ})) \) units of flow
on edge e. Hence

\[ \xi ≤ 1 + \log_{1+ε} \left( \frac{1}{δ} \right) = \log_{1+ε} \left( \frac{1+ε}{δ} \right). \] (19.3)

Let \( z^{(i)} \) denote the vector z after iteration \( i \), and let \( P_i \) and \( γ_i \) be the path \( P \)
and the number γ in iteration \( i \). We have \( z^{(i)} u = z^{(i-1)} u + ε \sum_{j=1}^{i} γ_j z^{(j-1)} \), where \( α(z) := \min_{P \in \mathcal{P}} z(E(P)) \). Let us
write \( β := \min \left\{ \frac{z^{(i)} - z^{(0)} u}{α(z^{(i)} - z^{(0)})} : z \in \mathbb{R}_{+}^{E(G)} \right\} \). Then \( β ≤ \frac{(z^{(i)} - z^{(0)}) u}{α(z^{(i)} - z^{(0)})} \) and thus \( (α(z^{(i)}) - δn) β ≤ α(z^{(i)} - z^{(0)}) β ≤ (z^{(i)} - z^{(0)}) u \) and thus
\( (α(z^{(i)}) - δn) β ≤ α(z^{(i)} - z^{(0)}) β \). We obtain

\[ α(z^{(i)}) ≤ δn + \frac{ε}{β} \sum_{j=1}^{i} γ_j α(z^{(j-1)}). \] (19.4)

We now prove

\[ δn + \frac{ε}{β} \sum_{j=1}^{i} γ_j α(z^{(j-1)}) ≤ δne^{\left(\frac{ε}{β} \sum_{j=1}^{i+1} γ_j \right)}. \] (19.5)

by induction on \( i \) (here e denotes the base of the natural logarithm). The case
\( i = 0 \) is trivial. For \( i > 0 \) we have

\[ δn + \frac{ε}{β} \sum_{j=1}^{i} γ_j α(z^{(j-1)}) = δn + \frac{ε}{β} \sum_{j=1}^{i-1} γ_j α(z^{(j-1)}) + \frac{ε}{β} γ_i α(z^{(i-1)}) ≤ \left(1 + \frac{ε}{β} γ_i \right) δne^{\left(\frac{ε}{β} \sum_{j=1}^{i+1} γ_j \right)}, \]

using (19.4) and the induction hypothesis. Using \( 1 + x < e^x \) for all \( x > 0 \) the
proof of (19.5) is complete.
In particular we conclude from (19.4), (19.5) and the stopping criterion that
\[ 1 \leq \alpha(z^{(t)}) \leq \delta ne\left(\frac{1}{\delta n} \sum_{j=1}^{t} \gamma_j\right), \]
hence \( \sum_{j=1}^{t} \gamma_j \geq \frac{\beta}{\epsilon} \ln\left(\frac{1}{\delta n}\right) \). Now observe that the total flow value that the algorithm computes is \( \sum_{P \in \mathcal{P}} y(P) = \frac{1}{\xi} \sum_{j=1}^{t} \gamma_j \). By the above and (19.3) this is at least
\[
\frac{\beta \ln\left(\frac{1}{\ln(1+\epsilon)}\right)}{\epsilon \log_{1+\epsilon}\left(\frac{1+\epsilon}{\delta}\right)} = \frac{\beta \ln(1+\epsilon)}{\epsilon} \cdot \frac{\ln\left(\frac{1}{\delta n}\right)}{\ln\left(\frac{1+\epsilon}{\delta}\right)}
\]
\[
= \frac{\beta \ln(1+\epsilon)}{\epsilon} \cdot (\lceil \frac{\epsilon}{\delta} \rceil - 1) \ln(n(1+\epsilon))
\]
\[
\geq \frac{\beta (1 - \frac{\epsilon}{5}) \ln(1+\epsilon)}{\epsilon}
\]
by the choice of \( \delta \). Now observe that \( \beta \) is the optimum value of the dual LP, and hence, by the LP Duality Theorem 3.16, the optimum value of a primal solution. Moreover, \( \ln(1+\epsilon) \geq \epsilon - \frac{\epsilon^2}{2} \) (this inequality is trivial for \( \epsilon = 0 \) and the derivative of the left-hand side is greater than that of the right-hand side for every \( \epsilon > 0 \)). Hence
\[
\frac{(1 - \frac{\epsilon}{5}) \ln(1+\epsilon)}{\epsilon} \geq \left(1 - \frac{\epsilon}{5}\right) \left(1 - \frac{\epsilon}{2}\right) = \frac{1 + \frac{3}{10} \epsilon - \frac{3}{10} \epsilon^2 + \frac{1}{10} \epsilon^3}{1 + \epsilon} \geq \frac{1}{1 + \epsilon}
\]
for \( \epsilon \leq \frac{1}{2} \). We conclude that the algorithm finds a solution whose total flow value is at least \( \frac{1}{1 + \epsilon} \) OPT\((G, H, u)\). \( \square \)

A different algorithm which gives the same result (by a more complicated analysis) has been given before by Grigoriadis and Khachiyan [1996]. Fleischer [2000] improved the running time of the above algorithm by a factor of \( k \). She observed that it is sufficient to compute an approximate shortest path in \( G \), and used this fact to show that it is not necessary to do a shortest path computation for each \((t, s) \in E(H)\) in each iteration. See also Karakostas [2002], Vygen [2004], Bienstock and Iyengar [2004], and Chudak and Eleuterio [2005].

19.3 Directed Edge-Disjoint Paths Problem

We start by noting that the problem is \( NP \)-hard already in a quite restricted version:

**Theorem 19.7.** (Even, Itai and Shamir [1976]) The Directed Edge-Disjoint Paths Problem is \( NP \)-hard even if \( G \) is acyclic and \( H \) just consists of two sets of parallel edges.
**Proof:** We polynomially transform Satisfiability to our problem. Given a family $Z = \{Z_1, \ldots, Z_m\}$ of clauses over $X = \{x_1, \ldots, x_n\}$, we construct an instance $(G, H)$ of the Directed Edge-Disjoint Paths Problem such that $G$ is acyclic, $H$ just consists of two sets of parallel edges and $(G, H)$ has a solution if and only if $Z$ is satisfiable.

$G$ contains $2m$ vertices $\lambda^1, \ldots, \lambda^{2m}$ for each literal and additional vertices $s$ and $t$, $v_1, \ldots, v_{n+1}$ and $Z_1, \ldots, Z_m$. There are edges $(v_i, x_i^1)$, $(v_i, \overline{x}_i^1)$, $(x_i^{2m}, v_{i+1})$, $(\overline{x}_i^{2m}, v_{i+1})$, $(x_i^1, x_i^{j+1})$ and $(\overline{x}_i^j, \overline{x}_i^{j+1})$ for $i = 1, \ldots, n$ and $j = 1, \ldots, 2m - 1$. Next, there are edges $(s, x_i^{2j-1})$ and $(s, \overline{x}_i^{2j-1})$ for $i = 1, \ldots, n$ and $j = 1, \ldots, m$. Moreover, there are edges $(Z_j, t)$ and $(\lambda^2, Z_j)$ for $j = 1, \ldots, m$ and all literals $\lambda$ of the clause $Z_j$. See Figure 19.3 for an illustration.

Let $H$ consist of an edge $(v_{n+1}, v_1)$ and $m$ parallel edges $(t, s)$.

We show that any solution of $(G, H)$ corresponds to a truth assignment satisfying all clauses (and vice versa). Namely, the $v_1$-$v_{n+1}$-path must pass through either all $x_i^j$ (meaning $x_i$ is false) or all $\overline{x}_i^j$ (meaning $x_i$ is true) for each $i$. One $s$-$t$-path must pass through each $Z_j$. This is possible if and only if the above defined truth assignment satisfies $Z_j$.

Fortune, Hopcroft and Wyllie [1980] showed that the Directed Edge-Disjoint Paths Problem can be solved in polynomial time if $G$ is acyclic and
$|E(H)| = k$ for some fixed $k$. If $G$ is not acyclic, they proved that problem is $NP$-hard already for $|E(H)| = 2$. On the other hand we have:

**Theorem 19.8.** (Nash-Williams [1969]) Let $(G, H)$ be an instance of the Directed Edge-Disjoint Paths Problem, where $G + H$ is Eulerian and $H$ just consists of two sets of parallel edges. Then $(G, H)$ has a solution if and only if the cut criterion holds.

**Proof:** We first find a set of paths realizing the first set of parallel edges in $H$ by Menger’s Theorem 8.9. After deleting these paths (and the corresponding demand edges), the remaining instance satisfies the prerequisites of Proposition 8.12 and thus has a solution.

If $G+H$ is Eulerian and $|E(H)| = 3$, there is also a polynomial-time algorithm (Ibaraki and Poljak [1991]); On the other hand there is the following negative result:

**Theorem 19.9.** (Vygen [1995]) The Directed Edge-Disjoint Paths Problem is $NP$-hard even if $G$ is acyclic, $G + H$ is Eulerian, and $H$ consists just of three sets of parallel edges.

**Proof:** We reduce the problem of Theorem 19.7 to this one. So let $(G, H)$ be an instance of the Directed Edge-Disjoint Paths Problem, where $G$ is acyclic, and $H$ consists just of two sets of parallel edges.

For each $v \in V(G)$ we define

$$
\alpha(v) := \max(0, |\delta_{G+H}^{+}(v)| - |\delta_{G+H}^{-}(v)|) \quad \text{and} \\
\beta(v) := \max(0, |\delta_{G+H}^{-}(v)| - |\delta_{G+H}^{+}(v)|).
$$

We have

$$
\sum_{v \in V(G)} (\alpha(v) - \beta(v)) = \sum_{v \in V(G)} \left(|\delta_{G+H}^{+}(v)| - |\delta_{G+H}^{-}(v)|\right) = 0,
$$

implying

$$
\sum_{v \in V(G)} \alpha(v) = \sum_{v \in V(G)} \beta(v) =: q.
$$

We now construct an instance $(G', H')$ of the Directed Edge-Disjoint Paths Problem. $G'$ results from $G$ by adding two vertices $s$ and $t$ as well as $\alpha(v)$ parallel edges $(s, v)$ and $\beta(v)$ parallel edges $(v, t)$ for each vertex $v$. $H'$ consists of all edges of $H$ and $q$ parallel edges $(t, s)$.

This construction can obviously be done in polynomial time. In particular, the number of edges in $G + H$ at most quadruples. Furthermore, $G'$ is acyclic, $G' + H'$ is Eulerian, and $H'$ just consists of three sets of parallel edges. Thus it remains to show that $(G, H)$ has a solution if and only if $(G', H')$ has a solution.

Each solution of $(G', H')$ implies a solution of $(G, H)$ simply by omitting the $s-t$-paths. So let $\mathcal{P}$ be a solution of $(G, H)$. Let $G''$ be the graph resulting from
$G'$ by deleting all edges used by $P$. Let $H''$ be the subgraph of $H'$ just consisting of the $q$ edges from $t$ to $s$. $(G'', H'')$ satisfies the prerequisites of Proposition 8.12 and thus has a solution. Combining $P$ with a solution of $(G'', H'')$ produces a solution of $(G', H')$. \qed

Since a solution to an instance of the \textsc{Directed Edge-Disjoint Paths} Problem consists of edge-disjoint circuits, it is natural to ask how many edge-disjoint circuits a digraph has. At least for planar digraphs we have a good characterization. Namely, we consider the planar dual graph and ask for the maximum number of edge-disjoint directed cuts. We have the following well-known min-max theorem (which we prove very similarly to Theorem 6.13):

\textbf{Theorem 19.10.} (Lucchesi and Younger [1978]) The maximum number of edge-disjoint directed cuts in a digraph equals the minimum cardinality of an edge set that contains at least one element of each directed cut.

\textbf{Proof:} Let $A$ be the matrix whose columns are indexed by the edges and whose rows are the incidence vectors of all directed cuts. Consider the LP

$$\min \{1^T x : Ax \geq 1, \ x \geq 0\},$$

and its dual

$$\max \{1^T y : yA \leq 1, \ y \geq 0\}.$$

Then we have to prove that both the primal and the dual LP have integral optimum solutions. By Corollary 5.14 it suffices to show that the system $Ax \geq 1, \ x \geq 0$ is TDI. We use Lemma 5.22.

Let $c : E(G) \to \mathbb{Z}_+$, and let $y$ be an optimum solution of $\max \{1^T y : yA \leq c, \ y \geq 0\}$ for which

$$\sum_X y_{\delta^+(X)} |X|^2$$

is as large as possible, where the sum is over all rows of $A$. We claim that the set system $(V(G), \mathcal{F})$ with $\mathcal{F} := \{X : y_{\delta^+(X)} > 0\}$ is cross-free. To see this, suppose $X, Y \in \mathcal{F}$ with $X \cap Y \neq \emptyset$, $X \setminus Y \neq \emptyset$, $Y \setminus X \neq \emptyset$ and $X \cup Y \neq V(G)$. Then $\delta^+(X \cap Y)$ and $\delta^+(X \cup Y)$ are also directed cuts (by Lemma 2.1(b)). Let $\epsilon := \min\{y_{\delta^+(X)}, y_{\delta^+(Y)}\}$. Set $y_{\delta^+(X)}' := y_{\delta^+(X)} - \epsilon$, $y_{\delta^+(Y)}' := y_{\delta^+(Y)} - \epsilon$, $y_{\delta^+(X \setminus Y)}' := y_{\delta^+(X \setminus Y)} + \epsilon$, $y_{\delta^+(X \cup Y)}' := y_{\delta^+(X \cup Y)} + \epsilon$, and $y'(S) := y(S)$ for all other directed cuts $S$. Since $y'$ is a feasible dual solution, it is also optimum and contradicts the choice of $y$, because (19.6) is larger for $y'$.

Now let $A'$ be the submatrix of $A$ consisting of the rows corresponding to the elements of $\mathcal{F}$. $A'$ is the two-way cut-incidence matrix of a cross-free family. So by Theorem 5.27 $A'$ is totally unimodular, as required. \qed


Note that the sets of edges meeting all directed cuts are precisely the sets of edges whose contraction makes the graph strongly connected. In the planar dual
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In a planar digraph the maximum number of edge-disjoint circuits equals the minimum number of edges meeting all circuits.

Proof: Let $G$ be a digraph which, without loss of generality, is connected and contains no articulation vertex. Consider the planar dual of $G$ and Corollary 2.44, and apply the Lucchesi-Younger Theorem 19.10.

A polynomial-time algorithm for determining the feedback number for planar graphs can be composed of the planarity algorithm (Theorem 2.40), the Grötschel-Lovász-Schrijver Algorithm (Theorem 4.21) and an algorithm for the Maximum Flow Problem to solve the Separation Problem (Exercise 4). An application to the Edge-Disjoint Paths Problem is the following:

Corollary 19.12. Let $(G, H)$ be an instance of the Directed Edge-Disjoint Paths Problem, where $G$ is acyclic and $G + H$ is planar. Then $(G, H)$ has a solution if and only if deleting any $|E(H)| - 1$ edges of $G + H$ does not make $G + H$ acyclic.

In particular, the distance criterion is necessary and sufficient in this case, and the problem can be solved in polynomial time.

19.4 Undirected Edge-Disjoint Paths Problem

The following lemma establishes a connection between directed and undirected problems.

Lemma 19.13. Let $(G, H)$ be an instance of the Directed Edge-Disjoint Paths Problem, where $G$ is acyclic and $G + H$ is Eulerian. Consider the instance $(G', H')$ of the Undirected Edge-Disjoint Paths Problem which results from neglecting the orientations. Then each solution of $(G', H')$ is also a solution of $(G, H)$, and vice versa.

Proof: It is trivial that each solution of $(G, H)$ is also a solution of $(G', H')$. We prove the other direction by induction on $|E(G)|$. If $G$ has no edges, we are done.

Now let $P$ be a solution of $(G', H')$. Since $G$ is acyclic, $G$ must contain a vertex $v$ for which $\delta^-_G(v) = \emptyset$. Since $G + H$ is Eulerian, we have $|\delta^-_H(v)| = |\delta^+_G(v)| + |\delta^+_H(v)|$.

For each demand edge incident to $v$ there must be an undirected path in $P$ starting at $v$. Thus $|\delta^+_G(v)| \geq |\delta^-_H(v)| + |\delta^+_H(v)|$. This implies $|\delta^+_H(v)| = 0$ and
Therefore each edge incident to $v$ must be used by $P$ with the correct orientation.

Now let $G_1$ be the graph which results from $G$ by deleting the edges incident to $v$. Let $H_1$ result from $H$ by replacing each edge $f = (t, v)$ incident to $v$ by $(t, w)$, where $w$ is the first inner vertex of the path in $P$ which realizes $f$.

Obviously $G_1$ is acyclic and $G_1 + H_1$ is Eulerian. Let $P_1$ arise from $P$ by deleting all the edges incident to $v$. $P_1$ is a solution of $(G_1', H_1')$, the undirected problem corresponding to $(G_1, H_1)$.

By the induction hypothesis, $P_1$ is a solution of $(G_1, H_1)$ as well. So by adding the initial edges we obtain that $P$ is a solution of $(G, H)$.

We conclude:

**Theorem 19.14.** (Vygen [1995]) The Undirected Edge-Disjoint Paths Problem is NP-hard even if $G + H$ is Eulerian and $H$ just consists of three sets of parallel edges.

**Proof:** We reduce the problem of Theorem 19.9 to the undirected case by applying Lemma 19.13.

Another special case in which the Undirected Edge-Disjoint Paths Problem is NP-hard is when $G + H$ is planar (Middendorf and Pfeiffer [1993]). However, if $G + H$ is known to be planar and Eulerian, then the problem becomes tractable:

**Theorem 19.15.** (Seymour [1981]) Let $(G, H)$ be an instance of the Undirected Edge-Disjoint Paths Problem, where $G + H$ is planar and Eulerian. Then $(G, H)$ has a solution if and only if the cut criterion holds.

**Proof:** We only have to prove the sufficiency of the cut criterion. We may assume that $G + H$ is connected. Let $D$ be the planar dual of $G + H$. Let $F \subseteq E(D)$ be the set of dual edges corresponding to the demand edges. Then the cut criterion, together with Theorem 2.43, implies that $|F \cap E(C)| \leq |E(C) \setminus F|$ for each circuit $C$ in $D$. So by Proposition 12.7, $F$ is a minimum $T$-join, where $T := \{x \in V(D) : |F \cap \delta(x)|$ is odd$\}$.

Since $G + H$ is Eulerian, by Corollary 2.45 $D$ is bipartite, so by Theorem 12.15 there are $|F|$ edge-disjoint $T$-cuts $C_1, \ldots, C_{|F|}$. Since by Proposition 12.14 each $T$-cut intersects $F$, each of $C_1, \ldots, C_{|F|}$ must contain exactly one edge of $F$.

Back in $G + H$, the duals of $C_1, \ldots, C_{|F|}$ are edge-disjoint circuits, each containing exactly one demand edge. But this means that we have a solution of the Edge-Disjoint Paths Problem.

This theorem also implies a polynomial-time algorithm (Exercise 7). In fact, Matsumoto, Nishizeki and Saito [1986] proved that the Undirected Edge-Disjoint Paths Problem with $G + H$ planar and Eulerian can be solved in $O(n^3 \log n)$ time.

On the other hand, Robertson and Seymour have found a polynomial-time algorithm for a fixed number of demand edges:
Theorem 19.16. (Robertson and Seymour [1995]) For fixed $k$, there is a polynomial-time algorithm for the Undirected Vertex-Disjoint or Edge-Disjoint Paths Problem restricted to instances where $|E(H)| \leq k$.

Note that the Undirected Vertex-Disjoint Paths Problem is also NP-hard; see Exercise 10. Theorem 19.16 is part of Robertson’s and Seymour’s important series of papers on graph minors which is far beyond the scope of this book. The theorem was proved for the vertex-disjoint case; here Robertson and Seymour proved that there either exists an irrelevant vertex (which can be deleted without affecting solvability) or the graph has a tree-decomposition of small width (in which case there is a simple polynomial-time algorithm; see Exercise 9). The edge-disjoint case then follows easily; see Exercise 10. Although the running time is $O(n^2m)$, the constant depending on $k$ grows extremely fast and is beyond practical use already for $k = 3$.

The rest of this section is devoted to the proof of two further important results. The first one is the well-known Okamura-Seymour Theorem:

Theorem 19.17. (Okamura and Seymour [1981]) Let $(G, H)$ be an instance of the Undirected Edge-Disjoint Paths Problem, where $G + H$ is Eulerian, $G$ is planar, and all terminals lie on the outer face. Then $(G, H)$ has a solution if and only if the cut criterion holds.

Proof: We show the sufficiency of the cut criterion by induction on $|V(G)| + |E(G)|$. If $|V(G)| \leq 2$, this is obvious.

We may assume that $G$ is 2-connected, for otherwise we may apply the induction hypothesis to the blocks of $G$ (splitting up demand edges joining different blocks at articulation vertices). We fix some planar embedding of $G$; by Proposition 2.31 the outer face is bounded by some circuit $C$.

If there is no set $X \subset V(G)$ with $\emptyset \neq X \cap V(C) \neq V(C)$ and $|\delta_G (X)| = |\delta_H (X)|$, then for any edge $e \in E(C)$ the instance $(G - e, H + e)$ satisfies the cut criterion. This is because $|\delta_G (X)| - |\delta_H (X)|$ is even for all $X \subseteq V(G)$ (as $G + H$ is Eulerian). By the induction hypothesis, $(G - e, H + e)$ has a solution which immediately implies a solution for $(G, H)$.

So suppose there is a set $X \subset V(G)$ with $\emptyset \neq X \cap V(C) \neq V(C)$ and $|\delta_G (X)| = |\delta_H (X)|$. Choose $X$ such that the total number of connected components in $G[X]$ and $G[V(G) \setminus X]$ is minimum. Then it is easy to see that indeed $G[X]$ and $G[V(G) \setminus X]$ are both connected. Suppose not, say $G[X]$ is disconnected (the other case is symmetric). Then $|\delta_G (X_i)| = |\delta_H (X_i)|$ for each connected component $X_i$ of $G[X]$, and replacing $X$ by $X_i$ (for some $i$ such that $X_i \cap V(C) \neq \emptyset$) reduces the number of connected components in $G[X]$ without increasing the number of connected components in $G[V(G) \setminus X]$. This contradicts the choice of $X$.

Since $G$ is planar, a set $X \subset V(G)$ with $\emptyset \neq X \cap V(C) \neq V(C)$ such that $G[X]$ and $G[V(G) \setminus X]$ are both connected has the property that $C[X]$ is a path.

So let $\emptyset \neq X \subseteq V(G)$ with $|\delta_G (X)| = |\delta_H (X)|$ such that $C[X]$ is a path of minimum length. Let the vertices of $C$ be numbered $v_1, \ldots, v_l$ cyclically, where $V(C) \cap X = \{v_1, \ldots, v_j\}$. Let $e := \{v_l, v_1\}$. 
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Choose \( f = \{v_i, v_k\} \in E(H) \) such that \( 1 \leq i < j < k \leq l \) (i.e. \( v_i \in X, v_k \notin X \)) and \( k \) is as large as possible (see Figure 19.4). Now consider \( G' := G - e \) and \( H' := (V(H), (E(H) \setminus \{f\}) \cup \{\{v_i, v_j\}, \{v_i, v_k\}\}) \). (The cases \( i = 1 \) or \( k = l \) are not excluded, in this case no loops should be added.)

We claim that \((G', H')\) satisfies the cut criterion. Then by induction, \((G', H')\) has a solution, and this can easily be transformed to a solution of \((G, H)\).

Suppose, then, that \((G', H')\) does not satisfy the cut criterion, i.e. \( |\delta_{G'}(Y)| < |\delta_H(Y)| \) for some \( Y \subseteq V(G) \). As above we may assume that \( G[Y] \) and \( G[V(G) \setminus Y] \) are both connected. By possibly interchanging \( Y \) and \( V(G) \setminus Y \) we may also assume \( v_i \notin Y \). Since \( Y \cap V(C) \) is a path and \( |\delta_{H'}(Y)| - |\delta_{G'}(Y)| > |\delta_H(Y)| - |\delta_G(Y)| \), there are three cases:

(a) \( v_1 \in Y, v_i, v_k, v_l \notin Y \);
(b) \( v_1, v_l \in Y, v_i, v_k \notin Y \);
(c) \( v_l \in Y, v_1, v_i, v_k \notin Y \).

In each case we have \( Y \cap V(C) \subseteq \{v_{k+1}, \ldots, v_{i-1}\} \), so by the choice of \( f \) we have \( E_H(X, Y) = \emptyset \). Furthermore, \( |\delta_{G}(Y)| = |\delta_H(Y)| \). By applying Lemma 2.1(c) twice, we have

\[
|\delta_H(X)| + |\delta_H(Y)| &= |\delta_G(X)| + |\delta_G(Y)| \\
&= |\delta_G(X \cap Y)| + |\delta_G(X \cup Y)| + 2|E_G(X, Y)| \\
&\geq |\delta_H(X \cap Y)| + |\delta_H(X \cup Y)| + 2|E_G(X, Y)| \\
&= |\delta_H(X)| + |\delta_H(Y)| - 2|E_H(X, Y)| + 2|E_G(X, Y)| \\
&= |\delta_H(X)| + |\delta_H(Y)| + 2|E_G(X, Y)| \\
&\geq |\delta_H(X)| + |\delta_H(Y)|.
\]

So equality must hold throughout. This implies \( |\delta_{G}(X \cap Y)| = |\delta_{H}(X \cap Y)| \) and \( E_G(X, Y) = \emptyset \).
So case (c) is impossible (because here \( e \in E_G(X, Y) \)); i.e. \( v_1 \in Y \). Therefore \( X \cap Y \) is nonempty and \( C[X \cap Y] \) is a shorter path than \( C[X] \), contradicting the choice of \( X \).

This proof yields a polynomial-time algorithm (Exercise 11) for the Undirected Edge-Disjoint Paths Problem in this special case. It can be implemented in \( O(n^2) \) time (Becker and Mehlhorn [1986]) and indeed in linear time (Wagner and Weihe [1995]).

We prepare the second main result of this section by a theorem concerning orientations of mixed graphs, i.e. graphs with directed and undirected edges. Given a mixed graph \( G \), can we orient its undirected edges such that the resulting digraph is Eulerian? The following theorem answers this question:

**Theorem 19.18.** (Ford and Fulkerson [1962]) Let \( G \) be a digraph and \( H \) an undirected graph with \( V(G) = V(H) \). Then \( H \) has an orientation \( H' \) such that the digraph \( G + H' \) is Eulerian if and only if

\[
\begin{align*}
\delta_G^+(v) + \delta_G^-(v) + |\delta_H(v)| & \text{ is even for all } v \in V(G), \\
|\delta_G^+(X) - \delta_G^-(X)| & \leq |\delta_H(X)| \text{ for all } X \subseteq V(G).
\end{align*}
\]

**Proof:** The necessity of the conditions is obvious. We prove the sufficiency by induction on \( |E(H)| \). If \( E(H) = \emptyset \), the statement is trivial.

We call a set \( X \) critical if \( |\delta_G^+(X)| - |\delta_G^-(X)| = |\delta_H(X)| > 0 \). Let \( X \) be any critical set. (If there is no critical set, we orient any undirected edge arbitrarily and apply induction.) We choose an undirected edge \( e \in \delta_H(X) \) and orient it such that \( e \) enters \( X \); we claim that the conditions continue to hold.

Suppose, indirectly, that there is a \( Y \subseteq V(G) \) with \( |\delta_G^+(Y)| - |\delta_G^-(Y)| > |\delta_H(Y)| \). Since every degree is even, \( |\delta_G^+(Y)| - |\delta_G^-(Y)| - |\delta_H(Y)| \) must be even. This implies \( |\delta_G^+(Y)| - |\delta_G^-(Y)| \geq |\delta_H(Y)| + 2 \). Therefore \( Y \) was critical before orienting \( e \), and \( e \) now leaves \( Y \).

Applying Lemma 2.1(a) and (b) for \( |\delta_G^+| \) and \( |\delta_G^-| \) and Lemma 2.1(c) for \( |\delta_H| \) we have (before orienting \( e \)):

\[
0 + 0 = |\delta_G^+(X)| - |\delta_G^-(X)| - |\delta_H(X)| + |\delta_G^+(Y)| - |\delta_G^-(Y)| - |\delta_H(Y)|
\]

\[
= |\delta_G^+(X \cap Y)| - |\delta_G^-(X \cap Y)| - |\delta_H(X \cap Y)|
\]

\[
+ |\delta_G^+(X \cup Y)| - |\delta_G^-(X \cup Y)| - |\delta_H(X \cup Y)| - 2|E_H(X, Y)|
\]

\[
\leq 0 + 0 - 2|E_H(X, Y)| \leq 0.
\]

So we have equality throughout and conclude that \( E_H(X, Y) = \emptyset \), contradicting the existence of \( e \).

**Corollary 19.19.** An undirected Eulerian graph can be oriented such that a directed Eulerian graph arises.

Of course this corollary can be proved more easily by orienting the edges according to their occurrence in an Eulerian walk.

We now return to the Edge-Disjoint Paths Problem.
**Theorem 19.20.** (Rothschild and Whinston [1966]) Let \((G, H)\) be an instance of the **Undirected Edge-Disjoint Paths Problem**, where \(G + H\) is Eulerian and \(H\) is the union of two stars (i.e. two vertices meet all the demand edges). Then \((G, H)\) has a solution if and only if the cut criterion holds.

**Proof:** We show that the cut criterion is sufficient. Let \(t_1, t_2\) be two vertices meeting all the demand edges. We first introduce two new vertices \(s'_1\) and \(s'_2\). We replace each demand edge \(\{t_1, s_i\}\) by a new demand edge \(\{t_1, s'_1\}\) and a new supply edge \(\{s'_1, s_i\}\). Likewise, we replace each demand edge \(\{t_2, s_i\}\) by a new demand edge \(\{t_2, s'_2\}\) and a new supply edge \(\{s'_2, s_i\}\).

The resulting instance \((G', H')\) is certainly equivalent to \((G, H)\), and \(H'\) just consists of two sets of parallel edges. It is easy to see that the cut criterion continues to hold. Moreover, \(G' + H'\) is Eulerian.

Now we orient the edges of \(H'\) arbitrarily such that parallel edges have the same orientation (and call the result \(H''\)). The two graphs \(H''\) and \(G'\) satisfy the prerequisites of Theorem 19.18 because the cut criterion implies \(|\delta^+_{H''}(X)| - |\delta^-_{H''}(X)| \leq |\delta_G(X)|\) for all \(X \subseteq V(G)\). Therefore we can orient the edges of \(G'\) in order to get a digraph \(G''\) such that \(G'' + H''\) is Eulerian.

We regard \((G'', H'')\) as an instance of the **Directed Edge-Disjoint Paths Problem**. \((G'', H'')\) satisfies the (directed) cut criterion. But now Theorem 19.8 guarantees a solution which – by neglecting the orientations – is also a solution for \((G', H')\).

The same theorem holds if \(H\) (neglecting parallel edges) is \(K_4\) or \(C_5\) (the circuit of length 5) (Lomonosov [1979], Seymour [1980]). In the \(K_5\) case, at least the distance criterion is sufficient (Karzanov [1987]). However, if \(H\) is allowed to have three sets of parallel edges, the problem becomes \(NP\)-hard, as we have seen in Theorem 19.14.

**Exercises**

1. Let \((G, H)\) be an instance of the **Edge-Disjoint Paths Problem**, directed or undirected, violating the distance criterion (19.2) for some \(z: E(G) \to \mathbb{R}_+\).
   Prove that then there is also some \(z: E(G) \to \mathbb{Z}_+\) violating (19.2). Moreover, give examples where there is no \(z: E(G) \to \{0, 1\}\) violating (19.2).

   * 2. For an instance \((G, H)\) of the **Edge-Disjoint Paths Problem** we consider the multicommodity flow relaxation and solve
   \[
   \min \{\lambda : \lambda \in \mathbb{R}, y \geq 0, My \leq \lambda I, Ny = I\},
   \]
   where \(M\) and \(N\) are defined as in Lemma 19.1. Let \((y^*, \lambda^*)\) be an optimum solution. Now we are looking for an integral solution, i.e. an \(s-t\)-path \(P_f\) for each demand edge \(f = \{t, s\} \in E(H)\), such that the maximum load on a supply edge is minimum (by the load of an edge we mean the number of
paths using it). We do this by randomized rounding: independently for each demand edge we choose a path $P$ with probability $y_P$.

Let $0 < \epsilon \leq 1$, and suppose that $\lambda^* \geq 3 \ln \frac{|E(G)|}{\epsilon}$. Prove that then with probability at least $1 - \epsilon$ the above randomized rounding yields an integral solution with maximum load at most $\lambda^* + \sqrt{3\lambda^* \ln \frac{|E(G)|}{\epsilon}}$.

**Hint:** Use the following facts from probability theory: if $B(m, N, p)$ is the probability of at least $m$ successes in $N$ independent Bernoulli trials, each with success probability $p$, then

$$B((1 + \beta)Np, N, p) < e^{-\frac{1}{2}\beta^2 Np}$$

for all $0 < \beta \leq 1$. Moreover, the probability of at least $m$ successes in $N$ independent Bernoulli trials with success probabilities $p_1, \ldots, p_N$ is at most $B(m, N, \frac{1}{N}(p_1 + \cdots + p_N))$.

(Raghavan and Thompson [1987])

3. Prove that there is a polynomial-time algorithm for the (Directed or Undirected) Edge-Disjoint Paths Problem where $G + H$ is Eulerian and where $H$ just consists of two sets of parallel edges.

4. Show that in a given digraph a minimum set of edges meeting all directed cuts can be found in polynomial time. Show that for planar graphs the feedback number can be determined in polynomial time.

5. Show that in a digraph a minimum set of edges whose contraction makes the graph strongly connected can be found in polynomial time.

6. Show that the statement of Corollary 19.12 becomes false if the condition “$G$ is acyclic” is omitted.

**Note:** In this case the Directed Edge-Disjoint Paths Problem is NP-hard (Vygen [1995]).

7. Prove that the Undirected Edge-Disjoint Paths Problem can be solved in polynomial time if $G + H$ is planar and Eulerian.

8. In this exercise we consider instances $(G, H)$ of the Undirected Vertex-Disjoint Paths Problem where $G$ is planar and all terminals are distinct (i.e. $e \cap f = \emptyset$ for any two demand edges $e$ and $f$) and lie on the outer face. Let $(G, H)$ be such an instance, where $G$ is 2-connected; so let $C$ be the circuit bounding the outer face (cf. Proposition 2.31). Prove that $(G, H)$ has a solution if and only if the following conditions hold:

a) $G + H$ is planar;

b) no set $X \subseteq V(G)$ separates more than $|X|$ demand edges (we say that $X$ separates $\{v, w\}$ if $\{v, w\} \cap X \neq \emptyset$ or if $w$ is not reachable from $v$ in $G - X$).

Conclude that the Undirected Vertex-Disjoint Paths Problem in planar graphs with distinct terminals on the outer face can be solved in polynomial time.

**Hint:** To prove the sufficiency of (a) and (b), consider the following inductive step: Let $f = \{v, w\}$ be a demand edge such that at least one of the two
9. Let $k \in \mathbb{N}$ be fixed. Prove that there is a polynomial-time algorithm for the Vertex-Disjoint Paths Problem restricted to graphs of tree-width at most $k$ (cf. Exercise 22 of Chapter 2).

Note: Scheffler [1994] proved that there is in fact a linear-time algorithm.

10. Prove that the Directed Vertex-Disjoint Paths Problem and the Undirected Vertex-Disjoint Paths Problem are $NP$-hard. Prove that the vertex-disjoint part of Theorem 19.16 implies its edge-disjoint part.

11. Show that the proof of the Okamura-Seymour Theorem leads to a polynomial-time algorithm.

12. Let $(G, H)$ be an instance of the Undirected Edge-Disjoint Paths Problem. Suppose that $G$ is planar, all terminals lie on the outer face, and each vertex not on the outer face has even degree. Furthermore, assume that $|\delta_G(X)| > |\delta_H(X)|$ for all $X \subseteq V(G)$.

Prove that $(G, H)$ has a solution.

Hint: Use the Okamura-Seymour Theorem.

13. Generalizing Robbins’ Theorem (Exercise 17(c) of Chapter 2), formulate and prove a necessary and sufficient condition for the existence of an orientation of the undirected edges of a mixed graph such that the resulting digraph is strongly connected.

(Boesch and Tindell [1980])

14. Let $(G, H)$ be an instance of the Directed Edge-Disjoint Paths Problem where $G + H$ is Eulerian, $G$ is planar and acyclic, and all terminals lie on the outer face. Prove that $(G, H)$ has a solution if and only if the cut criterion holds.


16. Prove Nash-Williams’ [1969] orientation theorem, which is a generalization of Robbins’ Theorem (Exercise 17(c) of Chapter 2):

An undirected graph $G$ can be oriented to be strongly $k$-edge-connected (i.e. there are $k$ edge-disjoint $s$-$t$-paths for any pair $(s, t) \in V(G) \times V(G)$) if and only if $G$ is $2k$-edge-connected.

Hint: To prove the sufficiency, let $G'$ be any orientation of $G$. Prove that the system

\[
\begin{align*}
x_e & \leq 1 & (e \in E(G')), \\
x_e & \geq 0 & (e \in E(G')), \\
\sum_{e \in \delta^-(X)} x_e - \sum_{e \in \delta^+_G(X)} x_e & \leq |\delta^-_G(X)| - k & (\emptyset \neq X \subset V(G'))
\end{align*}
\]
is TDI, as in the proof of the Lucchesi-Younger Theorem 19.10.
(Frank [1980]), (Frank and Tardos [1984])

17. Prove Hu’s Two-Commodity Flow Theorem: an instance 
\((G, H, u, b)\) of the \textbf{Undirected Multicommodity Flow Problem} with \(|E(H)| = 2\) has a solution if and only if 
\[ \sum_{e \in \delta_G(X)} u(e) \geq \sum_{f \in \delta_H(X)} b(f) \] 
for all \(X \subseteq V(G)\), i.e. if and only if the cut condition holds. 
\textit{Hint:} Use Theorem 19.20.
(Hu [1963])
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Connectivity is a very important concept in combinatorial optimization. In Chapter 8 we showed how to compute the connectivity between each pair of vertices of an undirected graph. Now we are looking for subgraphs that satisfy certain connectivity requirements. The general problem is:

**Survivable Network Design Problem**

**Instance:** An undirected graph $G$ with weights $c : E(G) \to \mathbb{R}_+$, and a connectivity requirement $r_{xy} \in \mathbb{Z}_+$ for each (unordered) pair of vertices $x, y$.

**Task:** Find a minimum weight spanning subgraph $H$ of $G$ such that for each $x, y$ there are at least $r_{xy}$ edge-disjoint paths from $x$ to $y$ in $H$.

Practical applications arise for example in the design of telecommunication networks which can “survive” certain edge failures.

A related problem allows edges to be picked arbitrarily often (see Goemans and Bertsimas [1993], Bertsimas and Teo [1997]). However, this can be regarded as a special case since $G$ can have many parallel edges.

In Sections 20.1 and 20.2 we first consider the Steiner Tree Problem, which is a well-known special case. Here we have a set $T \subseteq V(G)$ of so-called terminals such that $r_{xy} = 1$ if $x, y \in T$ and $r_{xy} = 0$ otherwise. We look for a shortest network connecting all terminals; such a network is called a connector, and a minimal connector is a Steiner tree:

**Definition 20.1.** Let $G$ be an undirected graph and $T \subseteq V(G)$. A **connector** for $T$ is a connected graph $Y$ with $T \subseteq V(Y)$. A **Steiner tree** for $T$ in $G$ is a tree $S$ with $T \subseteq V(S) \subseteq V(G)$ and $E(S) \subseteq E(G)$. The elements of $T$ are called **terminals**, those of $V(S) \setminus T$ are the **Steiner points** of $S$.

Sometimes it is also required that all leaves of a Steiner tree are terminals; evidently this can always be achieved by deleting edges.

In Section 20.3 we turn to the general Survivable Network Design Problem, and we give two approximation algorithms in Sections 20.4 and 20.5. While the first one is faster, the second one can always guarantee a performance ratio of 2 in polynomial time.
20.1 Steiner Trees

In this section we consider the following problem:

**STEINER TREE PROBLEM**

*Instance:* An undirected graph $G$, weights $c : E(G) \to \mathbb{R}^+$, and a set $T \subseteq V(G)$.

*Task:* Find a Steiner tree $S$ for $T$ in $G$ whose weight $c(E(S))$ is minimum.

We have already dealt with the special cases $T = V(G)$ (spanning tree) and $|T| = 2$ (shortest path) in Chapters 6 and 7. While we had a polynomial-time algorithm in both of these cases, the general problem is $NP$-hard.

**Theorem 20.2.** (Karp [1972]) *The Steiner Tree Problem is $NP$-hard, even for unit weights.*

**Proof:** We describe a transformation from VERTEX COVER which is $NP$-complete by Corollary 15.24. Given a graph $G$, we consider the graph $H$ with vertices $V(H) := V(G) \cup E(G)$ and edges $\{v, e\}$ for $v \in e \in E(G)$ and $\{v, w\}$ for $v, w \in V(G), v \neq w$. See Figure 20.1 for an illustration. We set $c(e) := 1$ for all $e \in E(H)$ and $T := E(G)$.

![Figure 20.1](image)

Given a vertex cover $X \subseteq V(G)$ of $G$, we can connect $X$ in $H$ by a tree of $|X| - 1$ edges and join each of the vertices in $T$ by an edge. We obtain a Steiner tree with $|X| - 1 + |E(G)|$ edges. On the other hand, let $(T \cup X, F)$ be a Steiner tree for $T$ in $H$. Then $X$ is a vertex cover in $G$ and $|F| = |T \cup X| - 1 = |X| + |E(G)| - 1$.

Hence $G$ has a vertex cover of cardinality $k$ if and only if $H$ has a Steiner tree for $T$ with $k + |E(G)| - 1$ edges.

This transformation yields also the following stronger result:

**Theorem 20.3.** (Bern and Plassmann [1989]) *The Steiner Tree Problem is MAXSNP-hard, even for unit weights.*
**Proof:** The transformation in the above proof is not an L-reduction in general, but we claim that it is one if $G$ has bounded degree. By Theorem 16.39 the Minimum Vertex Cover Problem for graphs with maximum degree 4 is MAXSNP-hard.

For each Steiner tree $(T \cup X, F)$ in $H$ and the corresponding vertex cover $X$ in $G$ we have

$$|X| - \text{OPT}(G) = (|F| - |E(G)| + 1) - (\text{OPT}(H, T) - |E(G)| + 1) = |F| - \text{OPT}(H, T).$$

Moreover, $\text{OPT}(H, T) \leq 2|T| - 1 = 2|E(G)| - 1$ and $\text{OPT}(G) \geq \frac{|E(G)|}{4}$ if $G$ has maximum degree 4. Hence $\text{OPT}(H, T) < 8 \text{OPT}(G)$, and we conclude that the transformation is indeed an L-reduction. 

Two variants of the Steiner Tree Problem in graphs are also NP-hard: the Euclidean Steiner Tree Problem (Garey, Graham and Johnson [1977]) and the Manhattan Steiner Tree Problem (Garey and Johnson [1977]). Both ask for a network (set of straight line segments) of minimum total length which connects a given set of points in the plane. The difference between these two problems is that only horizontal and vertical line segments are allowed in the Manhattan Steiner Tree Problem. In contrast to the MAXSNP-hard Steiner Tree Problem in graphs both geometric versions have an approximation scheme. A variant of this algorithm (which is due to Arora [1998]) also solves the Euclidean TSP (and some other geometric problems) and will be presented in Section 21.2.

Hanan [1966] showed that the Manhattan Steiner Tree Problem can be reduced to the Steiner Tree Problem in finite grid graphs: there always exists an optimum solution where all line segments lie on the grid induced by the coordinates of the terminals. The Manhattan Steiner Tree Problem is important in VLSI-design where electrical components must be connected with horizontal and vertical wires; see Korte, Prömel and Steger [1990], Martin [1992] and Hetzel [1995]. Here one looks for many disjoint Steiner trees. This is a generalization of the Disjoint Paths Problem discussed in Chapter 19.

We shall now describe a dynamic programming algorithm due to Dreyfus and Wagner [1972]. This algorithm solves the Steiner Tree Problem exactly but has in general exponential running time.

The Dreyfus-Wagner Algorithm computes the optimum Steiner tree for all subsets of $T$, starting with the two-element sets. It uses the following recursion formulas:

**Lemma 20.4.** Let $(G, c, T)$ be an instance of the Steiner Tree Problem. For each $U \subseteq T$ and $x \in V(G) \setminus U$ we define

$$p(U) := \min\{c(E(S)) : S \text{ is a Steiner tree for } U \text{ in } G\};$$

$$q(U \cup \{x\}, x) := \min\{c(E(S)) : S \text{ is a Steiner tree for } U \cup \{x\} \text{ in } G$$

$$\text{whose leaves are elements of } U\}.$$ 

Then we have for all $U \subseteq V(G)$, $|U| \geq 2$ and $x \in V(G) \setminus U$:
(a) \( q(U \cup \{x\}, x) = \min_{y \neq U \subseteq U} \left( p(U' \cup \{x\}) + p((U \setminus U') \cup \{x\}) \right) \).

(b) \( p(U \cup \{x\}) = \min \left\{ \min_{y \in U} \left( p(U) + \text{dist}_{(G,c)}(x, y) \right), \right. \\
\left. \min_{y \in V(G) \setminus U} \left( q(U \cup \{y\}, y) + \text{dist}_{(G,c)}(x, y) \right) \right\} . \)

**Proof:** (a): Every Steiner tree \( S \) for \( U \cup \{x\} \) whose leaves are elements of \( U \) is the disjoint union of two trees, each containing \( x \) and at least one element of \( U \). Equation (a) follows.

(b): The inequality “\( \leq \)” is obvious. Consider an optimum Steiner tree \( S \) for \( U \cup \{x\} \). If \( |\delta_S(x)| \geq 2 \), then

\[ p(U \cup \{x\}) = c(E(S)) = q(U \cup \{x\}, x) = q(U \cup \{x\}, x) + \text{dist}_{(G,c)}(x, x). \]

If \( |\delta_S(x)| = 1 \), then let \( y \) be the nearest vertex from \( x \) in \( S \) that belongs to \( U \) or has \( |\delta_S(y)| \geq 3 \). We distinguish two cases: If \( y \in U \), then

\[ p(U \cup \{x\}) = c(E(S)) \geq p(U) + \text{dist}_{(G,c)}(x, y), \]

otherwise

\[ p(U \cup \{x\}) = c(E(S)) \geq \min_{y \in V(G) \setminus U} \left( q(U \cup \{y\}, y) + \text{dist}_{(G,c)}(x, y) \right). \]

In (b), the minimum over these three formulas is computed. \( \square \)

These recursion formulas immediately suggest the following dynamic programming algorithm:

**Dreyfus-Wagner Algorithm**

*Input:* An undirected graph \( G \), weights \( c : E(G) \to \mathbb{R}_+ \), and a set \( T \subseteq V(G) \).

*Output:* The length \( p(T) \) of an optimum Steiner tree for \( T \) in \( G \).

1. **If** \( |T| \leq 1 \) **then** set \( p(T) := 0 \) and **stop**.
   - Compute \( \text{dist}_{(G,c)}(x, y) \) for all \( x, y \in V(G) \).
   - Set \( p((x, y)) := \text{dist}_{(G,c)}(x, y) \) for all \( x, y \in V(G) \).

2. **For** \( k := 2 \) **to** \( |T| - 1 \) **do**:
   - **For** all \( U \subseteq T \) with \( |U| = k \) and all \( x \in V(G) \setminus U \) **do**:
     - Set \( q(U \cup \{x\}, x) := \min_{U' \neq U \subseteq U} \left( p(U' \cup \{x\}) + p((U \setminus U') \cup \{x\}) \right) \).
   - **For** all \( U \subseteq T \) with \( |U| = k \) and all \( x \in V(G) \setminus U \) **do**:
     - Set \( p(U \cup \{x\}) := \min \left\{ \min_{y \in U} \left( p(U) + \text{dist}_{(G,c)}(x, y) \right), \right. \\
     \left. \min_{y \in V(G) \setminus U} \left( q(U \cup \{y\}, y) + \text{dist}_{(G,c)}(x, y) \right) \right\} . \)
Theorem 20.5. (Dreyfus and Wagner [1972]) The Dreyfus-Wagner Algorithm correctly determines the length of an optimum Steiner tree in \( O(3^n + 2^n t^2 + n^3) \) time, where \( n = |V(G)| \) and \( t = |T| \).

Proof: The correctness follows from Lemma 20.4. 1 consists of solving an All Pairs Shortest Paths Problem which can be done in \( O(n^3) \) time by Theorem 7.9.

The first recursion in 2 requires \( O(3^n) \) time since there are \( 3^t \) possibilities to partition \( T \) into \( U', U \setminus U' \), and \( T \setminus U \). The second recursion in 2 obviously requires \( O(2^n t^2) \) time.

In the present form the Dreyfus-Wagner Algorithm computes the length of an optimum Steiner tree, but not the Steiner tree itself. However, this can easily be achieved by storing some additional information and backtracking. We have already discussed this in detail with respect to Dijkstra’s Algorithm (Section 7.1).

Note that the algorithm in general requires exponential time and exponential space. For a bounded number of terminals it is an \( O(n^3) \)-algorithm. There is another interesting special case where it runs in polynomial time (and space): if \( G \) is a planar graph and all terminals lie on the outer face, then the Dreyfus-Wagner Algorithm can be modified to run in \( O(n^3 t^2) \) time (Exercise 3).

Since we cannot hope for an exact polynomial-time algorithm for the general Steiner Tree Problem, approximation algorithms are valuable. One idea underlying some of these algorithms is to approximate the optimum Steiner tree for \( T \) in \( G \) by a minimum weight spanning tree in the subgraph of the metric closure of \( G \) induced by \( T \).

Theorem 20.6. Let \( G \) be a connected graph with weights \( c : E(G) \to \mathbb{R}_+ \), and let \((\tilde{G}, \tilde{c})\) be the metric closure. Moreover, let \( T \subseteq V(G) \). If \( S \) is an optimum Steiner tree for \( T \) in \( G \), and \( M \) is a minimum weight spanning tree in \( \tilde{G}[T] \) (with respect to \( \tilde{c} \)), then \( \tilde{c}(E(M)) \leq 2c(E(S)) \).

Proof: Consider the graph \( H \) containing two copies of each edge of \( S \). \( H \) is Eulerian, so by Theorem 2.24 there exists an Eulerian walk \( W \) in \( H \). The first appearance of the elements of \( T \) in \( W \) defines a tour \( W' \) in \( \tilde{G}[T] \). Since \( \tilde{c} \) satisfies the triangle inequality \( \tilde{c}([x, z]) \leq \tilde{c}([x, y]) + \tilde{c}([y, z]) \leq c([x, y]) + c([y, z]) \) for all \( x, y, z \),

\[
\tilde{c}(W') \leq c(W) = c(E(H)) = 2c(E(S)).
\]

Since \( W' \) contains a spanning tree of \( \tilde{G}[T] \) (just delete one edge) the theorem is proved.

This theorem was published by Gilbert and Pollak [1968] (referring to E.F. Moore), Choukhmane [1978], Kou, Markowsky and Berman [1981], and Takahashi and Matsuyama [1980]. It immediately suggests the following 2-factor approximation algorithm:
Network Design Problems

KOU-MARKOWSKY-BERMAN ALGORITHM

**Input:** A connected undirected graph $G$, weights $c : E(G) \to \mathbb{R}_+$, and a set $T \subseteq V(G)$.

**Output:** A Steiner tree for $T$ in $G$.

1. Compute the metric closure $(\bar{G}, \bar{c})$ and a shortest path $P_{st}$ for all $s, t \in T$.
2. Find a minimum weight spanning tree $M$ in $\bar{G}[T]$ (with respect to $\bar{c}$).
   
   Set $E(S) := \bigcup_{\{x,y\} \in E(M)} E(P_{xy})$ and $V(S) := \bigcup_{e \in E(S)} e$.

3. Output a minimal connected subgraph of $S$.

Theorem 20.7. (Kou, Markowsky and Berman [1981]) The KOU-MARKOWSKY-BERMAN ALGORITHM is a 2-factor approximation algorithm for the STEINER TREE PROBLEM and runs in $O(n^3)$ time, where $n = |V(G)|$.

**Proof:** The correctness and the performance guarantee follow directly from Theorem 20.6. (1) consists of the solution of an ALL PAIRS SHORTEST PATHS PROBLEM, which can be done in $O(n^3)$ time (Theorem 7.9, Corollary 7.11). (2) can be done in $O(n^2)$ time using PRIM’S ALGORITHM (Theorem 6.5). (3) can be implemented with BFS with $O(n^2)$ time. \(\square\)

Mehlhorn [1988] and Kou [1990] proposed an $O(n^2)$-implementation of this algorithm. The idea is to compute, instead of $\bar{G}[T]$, a similar graph whose minimum weight spanning trees are also minimum weight spanning trees in $\bar{G}[T]$.

The minimum weight spanning tree itself yields a 2-factor approximation for any metric instance of the STEINER TREE PROBLEM. For the EUCLIDEAN STEINER TREE PROBLEM and the MANHATTAN STEINER TREE PROBLEM the so-called Steiner ratio, i.e. the ratio of minimum weight spanning tree to optimum Steiner tree, is even better, namely $\frac{2}{\sqrt{3}}$ (Du and Hwang [1992]) and $\frac{3}{2}$ (Hwang [1976]), respectively.

An algorithm with a better performance ratio than the optimum spanning tree was not known until Zelikovsky [1993] came up with an $\frac{11}{6}$-factor approximation algorithm for the STEINER TREE PROBLEM. The approximation ratio has subsequently been improved to 1.75 by Berman and Ramaiyer [1994], to 1.65 by Karpinski and Zelikovsky [1997], to 1.60 by Hougardy and Prömel [1999] and to $1 + \frac{\ln 3}{2} \approx 1.55$ by Robins and Zelikovsky [2000]. This currently best algorithm will be presented in the next section. On the other hand, by Theorem 20.3 and Corollary 16.33, an approximation scheme cannot exist unless $P = NP$. Indeed, Clementi and Trevisan [1999] showed that, unless $P = NP$, there is no 1.0006-factor approximation algorithm for the STEINER TREE PROBLEM. See also Thimm [2003].
An algorithm which computes optimum Steiner trees and is quite efficient, especially in the MANHATTAN STEINER TREE PROBLEM, was developed by Warme, Winter and Zachariasen [2000].

20.2 The Robins-Zelikovsky Algorithm

**Definition 20.8.** A full Steiner tree for a terminal set $T$ in a graph $G$ is a tree $Y$ in $G$ where $T$ is the set of leaves of $Y$. Every Steiner tree for $T$ can be decomposed into full Steiner trees for subsets of $T$, its full components. Unions of full components each of which has at most $k$ terminals are called $k$-restricted (with respect to the given terminal set). More precisely, a graph $Y$ is called $k$-restricted (in $G$ with respect to $T$) if there are full Steiner trees $Y_i$ for $T \cap V(Y_i)$ in $G$ with $|T \cap V(Y_i)| \leq k$ ($i = 1, \ldots, t$), such that $V(Y) = \bigcup_{i=1}^{t} V(Y_i)$, and $E(Y)$ is the disjoint union of the sets $E(Y_i)$. Note that parallel edges may arise.

We define the $k$-Steiner ratio as

$$
\rho_k := \sup_{(G,c,T)} \left\{ \frac{\min\{c(E(Y)) : Y \text{ $k$-restricted connector for } T\}}{\min\{c(E(Y)) : Y \text{ Steiner tree for } T\}} \right\},
$$

where the supremum is taken over all instances of the Steiner Tree Problem.

For example, 2-restricted connectors are composed of paths between terminals. So optimum 2-restricted connectors for $T$ in $(G, c)$ correspond to minimum weight spanning trees in $(\overline{G}[T], \overline{c})$; thus $\rho_2 \leq 2$ by Theorem 20.6. The stars with unit weights show that in fact $\rho_2 = 2$ (and in general $\rho_k \geq \frac{k}{k-1}$).

**Theorem 20.9.** (Du, Zhang and Feng [1991]) $\rho_2 \leq \frac{s+1}{s}$.

**Proof:** Let $(G, c, T)$ be an instance and $Y$ an optimum Steiner tree. W.l.o.g. $Y$ is a full Steiner tree (otherwise handle full components separately). Moreover, by duplicating vertices and adding edges of length zero, we may assume $Y$ to be a full binary tree whose leaves are the terminals. One vertex, the root, has degree 2, and all other Steiner points have degree 3. We say that a vertex $v \in V(Y)$ is at level $i$ if its distance from the root is $i$. All terminals are at the same level $h$ (the height of the binary tree).

We define $s 2^i$-restricted connectors for $T$, which have total length at most $(s+1)c(E(Y))$. For $v \in V(Y)$, let $P(v)$ be a path in $Y$ from $v$ to some leaf, such that all these paths are edge-disjoint (for example, descend once to the left, and then always to the right).

For $i = 1, \ldots, s$, let $Y_i$ be the union of the following full components:

- the subtree of $Y$ induced by the vertices up to level $i$, plus $P(v)$ for every vertex $v$ on level $i$;
- for each vertex $u$ on level $ks+i$: the subtree induced by the successors of $u$ up to level $(k+1)s+i$, plus $P(v)$ for every vertex $v$ in the subtree at level $(k+1)s+i$ ($k = 0, \ldots, \left\lfloor \frac{h-1-i}{s} \right\rfloor - 1$);
– for each vertex \( u \) on level \( \lfloor \frac{h-1-i}{s} \rfloor s + i \): the subtree induced by all successors of \( u \).

Clearly, each of these trees is \( 2^s \)-restricted, and the union of the trees in \( Y_i \) is \( Y \), i.e. is a connector for \( T \). Moreover, each edge of \( Y \) is contained once in each set \( Y_i \), not counting the appearance in a path \( P(v) \). Moreover, each \( P(v) \) is used in only one \( Y_i \). Thus each edge appears at most \( s + 1 \) times.

In particular, \( \rho_k \to 1 \) as \( k \to \infty \). Thus we cannot expect to find the optimum \( k \)-restricted connector in polynomial time for fixed \( k \). Indeed, this problem is \( NP \)-hard for every fixed \( k \geq 4 \) (Garey and Johnson [1977]). The bound of Theorem 20.9 is sharp: Borcherds and Du [1997] proved that \( \rho_k = \frac{(s+1)2^s+t}{s^2+t} \) for all \( k \geq 2 \), where \( k = 2^s + t \) and \( 0 \leq t < 2^s \).

We will present an algorithm that starts with a minimum spanning tree in the subgraph of the metric closure induced by \( T \), and tries to improve it by using \( k \)-restricted full Steiner trees. However, the algorithm only decides for including at most half of such a Steiner tree, its so-called loss. For each Steiner tree \( Y \) we define a loss of \( Y \) to be a minimum cost edge set \( F \) connecting each Steiner point of degree at least 3 to a terminal. See Figure 20.2 for an example of a full Steiner tree and its loss (bold edges), assuming that the cost of an edge is proportional to its length.

\begin{figure}[h]
\centering
\includegraphics[width=0.8\textwidth]{figure202.png}
\caption{Fig. 20.2.}
\end{figure}

**Proposition 20.10.** Let \( Y \) be a full Steiner tree for \( T \), \( c : E(Y) \to \mathbb{R}_+ \), and let \( F \) be a loss of \( Y \). Then \( c(F) \leq \frac{1}{2} c(E(Y)) \).

**Proof:** Let \( r \in V(Y) \) arbitrarily. For each Steiner point \( v \in V(Y) \setminus T \) of degree at least 3, let \( P(v) \) be a minimum cost one among the (at least two) maximal paths
from $v$ to a vertex $w$ such that $w$ has larger distance from $r$ than $v$ and all inner vertices have degree 2 in $Y$. The union of the edge sets of these paths is a loss of $Y$ and has at most half the total cost.

Instead of explicitly contracting losses of $k$-restricted full Steiner trees, we adjust the costs as follows:

**Proposition 20.11.** Let $G$ be a complete graph, $T \subseteq V(G)$, $c : E(G) \rightarrow \mathbb{R}_+$ and $k \geq 2$. Let $S \subseteq T$ with $|S| \leq k$, let $Y$ be a Steiner tree for $S$ in $G$ and $L$ a loss of $Y$. Let $c'(e) := 0$ for $e \in L$ and $c'(e) := c(e)$ otherwise. We define $c/(Y, L) : E(G) \rightarrow \mathbb{R}_+$ by $c/(Y, L)((v, w)) := \min\{c((v, w)), \text{dist}_{(Y, c')}(v, w)\}$ for $v, w \in S$, $v \neq w$, and $c/(Y, L)(e) := c(e)$ for all other edges.

Then there exists a spanning tree $M$ in $G[S]$ with $c/(Y, L)(E(M)) + c(L) \leq c(E(Y))$.

Moreover, for each $k$-restricted connector $H'$ of $T$ in $G$ there is a $k$-restricted connector $H$ of $T$ in $G$ with $c(E(H)) \leq c/(Y, L)(E(H')) + c(L)$.

**Proof:** The first statement is proved by induction on $|E(Y)|$. We may assume that $Y$ is a full Steiner tree (otherwise consider full components separately) and $|S| > 2$. Then $L \neq \emptyset$, and there exists a terminal $v$ incident to an edge $e = \{v, w\} \in L$. Applying the induction hypothesis to $Y' := Y - e$ and $(S \setminus \{v\}) \cup \{w\}$ yields a spanning tree $M'$ with $c/(Y', L \setminus \{e\})(M') \leq c(E(Y')) - c(L \setminus \{e\}) = c(E(Y)) - c(L)$. Replacing $w$ by $v$ in $M$ does not change the cost as $c'(e) = 0$.

For the second statement, let $H'$ be a $k$-restricted connector of $G$. Replace each edge $e = \{v, w\} \in E(H')$ with $c/(Y, L)(e) < c(e)$ by a shortest $v$-$w$-path in $(Y, c')$, and eliminate parallel edges. Then the resulting graph $H$ is a $k$-restricted connector of $T$ and satisfies $c(E(H)) = c'(E(H)) + c(E(H) \cap L) \leq c/(Y, L)(E(H')) + c(L)$.

We will repeatedly modify the cost function by adding edges corresponding to full components. The following observation says that the reduction of the cost of a minimum spanning tree does not increase when other edges have been inserted before:

**Lemma 20.12.** (Zelikovsky [1993], Berman and Ramaiyer [1994]) Let $G$ be a graph, $c : E(G) \rightarrow \mathbb{R}_+$, $T \subseteq V(G)$, $(T, U)$ another graph, $c' : U \rightarrow \mathbb{R}_+$. Let $m : 2^U \rightarrow \mathbb{R}_+$, where $m(X)$ is the cost of a minimum spanning tree in $(T, E(G[T]) \cup X)$. Then $m$ is supermodular.

**Proof:** Let $A \subseteq U$ and $f \in U$. We run Kruskal’s Algorithm in parallel on $G[T]$ and on $G[T] + f$, examining edges of $G[T]$ in the same order (with nondecreasing cost). Both version run exactly the same way, except that the first one does not choose $f$, while the second one does not choose the first edge that closes a circuit in $G + f$ containing $f$. Thus the minimum costs of the spanning trees in the two graphs differ by $\min\{\gamma : G[T] + f \text{ contains a circuit containing } f \}$ whose edges have cost at most $\gamma$} – $c'(f)$. Clearly, this difference can only
decrease if we consider \( G[T] + A \) and \((G[T] + A) + f\) instead of \(G[T]\) and \(G[T] + f\). Hence
\[
m(A) - m(A \cup \{f\}) \leq m(\emptyset) - m(\{f\}).
\]

Now let \( X, Y \subseteq U \), \( Y \setminus X = \{y_1, \ldots, y_k\} \), and write \( m_i(A) := m((X \cap Y) \cup \{y_1, \ldots, y_{i-1}\} \cup A) \) for \( i = 1, \ldots, k \). By applying the above to \( m_i \) we get
\[
m(X) - m(X \cup Y) = \sum_{i=1}^{k} (m_i(X \setminus Y) - m_i((X \setminus Y) \cup \{y_i\}))
\leq \sum_{i=1}^{k} (m_i(\emptyset) - m_i(\{y_i\}))
= m(X \cap Y) - m(Y),
\]
i.e. supermodularity. \( \square \)

We now describe the algorithm. Denote by \( \text{mst}(c) \) the minimum cost of a spanning tree in the subgraph of \((\tilde{G}, c)\) induced by \( T \).

**Robins-Zelikovsky Algorithm**

*Input:* An undirected graph \( G \), weights \( c : E(G) \rightarrow \mathbb{R}_+ \), and a set \( T \subseteq V(G) \) of terminals. A number \( k \geq 2 \).

*Output:* A Steiner tree for \( T \) in \( G \).

1. Compute the metric closure \((\tilde{G}, \tilde{c})\) of \((G, c)\).
2. Choose a subset \( S \) of at most \( k \) terminals and a pair \( K = (Y, L) \), where \( Y \) is an optimum Steiner tree for \( S \) and \( L \) is a loss of \( Y \), such that \( \frac{\text{mst}(\tilde{c}) - \text{mst}(\tilde{c}/K)}{\text{c}(L)} \) is maximum and at least 1.
   
   **If** such a choice is impossible, **then go to** 4.

3. Set \( \bar{c} := \tilde{c}/K \).
   **Go to** 2.

4. Let \( H \) be a minimum spanning tree in the subgraph of \((\tilde{G}, \bar{c})\) induced by \( T \). Replace all edges by shortest paths in \((G, c')\), where \( c'(e) := 0 \) if \( e \in L \) for some \( L \) chosen in the algorithm and \( c'(e) = c(e) \) otherwise. Finally compute a minimal connected subgraph spanning \( T \).

Suppose that the algorithm stops in iteration \( t + 1 \), and let \( K_i := (Y_i, L_i) \) be the Steiner tree and its loss chosen in the \( i \)-th iteration \((i = 1, \ldots, t)\). Let \( c_0 \) be the cost function \( \tilde{c} \) after 1, and let \( c_i := c_{i-1}/K_i \) be the cost function \( \bar{c} \) after \( i \) iterations \((i = 1, \ldots, t)\). Then by Proposition 20.11 the algorithm computes a solution of total cost at most \( \text{mst}(c_t) + \sum_{i=1}^{t} c(L_i) \).

Let \( Y^* \) be an optimum \( k \)-restricted connector for \( T \), let \( Y^*_1, \ldots, Y^*_r \) be \( k \)-restricted full Steiner trees whose union is \( Y^* \), let \( L^*_j \) a loss of \( Y^*_j \) and \( K^*_j =
Lemma 20.13. The algorithm computes a Steiner tree for \( T \) of weight at most 
\[ \text{mst}(c_i) + \sum_{i=1}^{t} c(L_i). \]
Moreover, \( c(E(Y^*)) = \text{mst}(c/K^*) + c(L^*) \).
\[ \square \]

Lemma 20.14. \( \text{mst}(c_i) \leq c(E(Y^*)) \leq \text{mst}(c_0) \).

Proof: \( c(E(Y^*_k)) \leq \text{mst}(c_0) \) is trivial. When the algorithm terminates, \( \text{mst}(c_i) - \text{mst}(c_i/K^*_j) \leq c(L^*_j) \) for \( j = 1, \ldots, t^* \). Hence, using Lemma 20.12,
\[ \text{mst}(c_i) - \text{mst}(c/K^*) \leq \text{mst}(c_i) - \text{mst}(c_i/K^*_j) \]
\[ = \sum_{j=1}^{r^*} \text{mst}(c_i/K^*_j/\cdots/K^*_{j-1}) - \text{mst}(c_i/K^*_j/\cdots/K^*_j) \]
\[ \leq \sum_{j=1}^{r^*} \text{mst}(c_i) - \text{mst}(c_i/K^*_j) \]
\[ \leq \sum_{j=1}^{r^*} c(L^*_j), \]
implying \( \text{mst}(c_i) \leq \text{mst}(c/K^*) + c(L^*) \).
\[ \square \]

Lemma 20.15. \( \text{mst}(c_i) + \sum_{i=1}^{t} c(L_i) \leq c(E(Y^*)) (1 + \frac{\ln 3}{2}) \).

Proof: Let \( i \in \{1, \ldots, t\} \). By the choice of \( L_i \) in iteration \( i \) of the algorithm,
\[ \frac{\text{mst}(c_{i-1}) - \text{mst}(c_i)}{c(L_i)} \geq \frac{\max_{j=1}^{r^*} \text{mst}(c_{i-1}) - \text{mst}(c_{i-1}/K^*_j)}{c(L_j^*)} \]
\[ \geq \frac{\sum_{j=1}^{r^*} \text{mst}(c_{i-1}) - \text{mst}(c_{i-1}/K^*_j)}{\sum_{j=1}^{r^*} c(L_j^*)} \]
\[ \geq \frac{\sum_{j=1}^{r^*} (\text{mst}(c_{i-1}/K^*_j/\cdots/K^*_{j-1}) - \text{mst}(c_{i-1}/K^*_j/\cdots/K^*_j) \text{mst}(c_{i-1}) - \text{mst}(c/K^*)}{c(L^*)} \]
\[ = \frac{\text{mst}(c_{i-1}) - \text{mst}(c/K^*)}{c(L^*)} \]
\[ \geq \frac{\text{mst}(c_{i-1}) - \text{mst}(c/K^*)}{c(L^*)} \]
(we used Lemma 20.12 in the third and monotonicity in the last inequality). Moreover, the left-hand side is at least 1. Hence
\[ \sum_{i=1}^{t} c(L_i) \leq \sum_{i=1}^{t} (\text{mst}(c_{i-1}) - \text{mst}(c_i)) \frac{c(L^*)}{\max\{c(L^*), \text{mst}(c_{i-1}) - \text{mst}(c/K^*)\}} \]
\[ \leq \int_{\text{mst}(c_0)}^{\text{mst}(c_2)} \frac{c(L^*)}{\max\{c(L^*)}, x - \text{mst}(c/K^*)\} dx. \]
As \( c(E(Y^*)) = \text{mst}(c/K^*) + c(L^*) \) by Lemma 20.13 and \( \text{mst}(c_t) \leq c(E(Y^*)) \leq \text{mst}(c_0) \) by Lemma 20.14, we compute

\[
\sum_{i=1}^{t} c(L_i) \leq \int_{\text{mst}(c_t)}^{c(E(Y^*))} 1 \, dx + \int_{c(L^*)}^{\text{mst}(c_0) - \text{mst}(c/K^*)} \frac{c(L^*)}{x} \, dx
\]

\[
= c(E(Y^*)) - \text{mst}(c_t) + c(L^*) \ln \left( \frac{\text{mst}(c_0) - \text{mst}(c/K^*)}{c(L^*)} \right).
\]

As \( \text{mst}(c_0) \leq 2 \text{OPT}(G, c, T) \leq 2c(E(Y^*)) = c(E(Y^*)) + \text{mst}(c/K^*) + c(L^*) \), we obtain

\[
\text{mst}(c_t) + \sum_{i=1}^{t} c(L_i) \leq c(E(Y^*)) \left( 1 + \frac{c(L^*)}{c(E(Y^*))} \ln \left( 1 + \frac{c(E(Y^*))}{c(L^*)} \right) \right).
\]

As \( 0 \leq c(L^*) \leq \frac{1}{2}c(E(Y^*)) \) (by Proposition 20.10) and \( \max\{x \ln(1 + \frac{1}{x}) : 0 < x \leq \frac{1}{2}\} \) is attained for \( x = \frac{1}{2} \) (as the derivative \( \ln(1 + \frac{1}{x}) - \frac{1}{x+1} \) is always positive), we conclude that \( \text{mst}(c_t) + \sum_{i=1}^{t} c(L_i) \leq c(E(Y^*))\left(1 + \frac{\ln 3}{2}\right) \).

This proof is essentially due to Gröpl et al. [2001]. We conclude:

**Theorem 20.16.** (Robins and Zelikovsky [2000]) The Robins-Zelikovsky Algorithm has a performance guarantee of \( \rho_k(1 + \frac{\ln 3}{2}) \) and runs in polynomial time for each fixed \( k \). For \( k \) sufficiently large, the performance guarantee is less than 1.55.

**Proof:** By Lemma 20.13, the algorithm outputs a Steiner tree of cost at most \( \text{mst}(c_t) + \sum_{i=1}^{t} c(L_i) \). By Lemma 20.15, this is at most \( \rho_k(1 + \frac{\ln 3}{2}) \). Choosing \( k = \min\{|V(G)|, 2^{2233}\} \) and applying Theorem 20.9, we get a performance ratio of \( \rho_{2233}(1 + \frac{\ln 3}{2}) \leq \frac{2234}{2233}(1 + \frac{\ln 3}{2}) < 1.55 \).

There are at most \( n^k \) possible subsets \( S \), and for each one there are at most \( n^{k-2} \) choices for the (at most \( k - 2 \)) Steiner points of degree at least 3 in an optimum Steiner tree \( Y \) for \( S \). Then, given \( Y \), there are at most \( (2k - 3)^{k-2} \) choices for a loss (up to inclusion of edges with zero cost). Hence each iteration takes \( O(n^{2k}) \) time (for fixed \( k \)), and there are at most \( n^{2k-2} \) iterations.

### 20.3 Survivable Network Design

Before turning to the general Survivable Network Design Problem we mention two more special cases. If all connectivity requirements \( r_{xy} \) are 0 or 1, the problem is called the Generalized Steiner Tree Problem (of course the Steiner Tree Problem is a special case). The first approximation algorithm for the Generalized Steiner Tree Problem was found by Agrawal, Klein and Ravi [1995].

Another interesting special case is the problem of finding a minimum weight \( k \)-edge-connected subgraph (Here \( r_{xy} = k \) for all \( x, y \)). See Exercise 6 for a combinatorial 2-factor approximation algorithm for this special case and for references related to this problem.
When considering the general Survivable Network Design Problem, given connectivity requirements $r_{xy}$ for all $x, y \in V(G)$, it is useful to define a function $f : 2^V(G) \to \mathbb{Z}_+$ by $f(\emptyset) := f(V(G)) := 0$ and $f(S) := \max_{x \in S, y \in V(G) \setminus S} r_{xy}$ for $\emptyset \neq S \subset V(G)$. Then our problem can be formulated as the following integer linear program:

$$\begin{align*}
\min & \quad \sum_{e \in E(G)} c(e)x_e \\
\text{s.t.} & \quad \sum_{e \in \delta(S)} x_e \geq f(S) \quad (S \subseteq V(G)) \\
& \quad x_e \in \{0, 1\} \quad (e \in E(G)).
\end{align*}$$

We shall not deal with this integer program in the general form but rather make use of an important property of $f$:

**Definition 20.17.** A function $f : 2^U \to \mathbb{Z}_+$ is called proper if it satisfies the following three conditions:

- $f(S) = f(U \setminus S)$ for all $S \subseteq U$;
- If $A \cap B = \emptyset$, then $f(A \cup B) \leq \max\{f(A), f(B)\}$;
- $f(\emptyset) = 0$.

It is obvious that $f$ as constructed above is proper. Proper functions were introduced by Goemans and Williamson [1995] who gave a 2-factor approximation algorithm for proper functions $f$ with $f(S) \in \{0, 1\}$ for all $S$. For proper functions $f$ with $f(S) \in \{0, 2\}$ for all $S$, Klein and Ravi [1993] gave a 3-factor approximation algorithm.

The following property of proper functions is essential:

**Proposition 20.18.** A proper function $f : 2^U \to \mathbb{Z}_+$ is weakly supermodular, i.e. at least one of the following conditions hold for all $A, B \subseteq U$:

- $f(A) + f(B) \leq f(A \cup B) + f(A \cap B)$.
- $f(A) + f(B) \leq f(A \setminus B) + f(B \setminus A)$.

**Proof:** By definition we have

$$\begin{align*}
f(A) & \leq \max\{f(A \setminus B), f(A \cap B)\}; \quad (20.2) \\
f(B) & \leq \max\{f(B \setminus A), f(A \cap B)\}; \quad (20.3) \\
f(A) & = f(U \setminus A) \leq \max\{f(B \setminus A), f(U \setminus (A \cup B))\} \quad (20.4) \\
& = \max\{f(B \setminus A), f(A \cup B)\}; \\
f(B) & = f(U \setminus B) \leq \max\{f(A \setminus B), f(U \setminus (A \cup B))\} \quad (20.5) \\
& = \max\{f(A \setminus B), f(A \cup B)\}.
\end{align*}$$

Now we distinguish four cases, depending on which of the four numbers $f(A \setminus B), f(B \setminus A), f(A \cap B), f(A \cup B)$ is the smallest. If $f(A \setminus B)$ is the smallest, we add (20.2) and (20.5). If $f(B \setminus A)$ is the smallest, we add (20.3) and (20.4). If
$f(A \cap B)$ is the smallest, we add (20.2) and (20.3). If $f(A \cup B)$ is the smallest, we add (20.4) and (20.5).

In the rest of this section we show how to solve the LP relaxation of (20.1):

$$\begin{align*}
\min & \quad \sum_{e \in E(G)} c(e)x_e \\
\text{s.t.} & \quad \sum_{e \in \delta(S)} x_e \geq f(S) \quad (S \subseteq V(G)) \\
& \quad x_e \geq 0 \quad (e \in E(G)) \\
& \quad x_e \leq 1 \quad (e \in E(G)).
\end{align*}$$

We do not know how to solve this LP in polynomial time for arbitrary functions $f$, not even for arbitrary weakly supermodular functions. Therefore we restrict ourselves to the case when $f$ is proper. By Theorem 4.21 it suffices to solve the Separation Problem. We use a Gomory-Hu tree:

**Lemma 20.19.** Let $G$ be an undirected graph with capacities $u \in [0, \infty]^E$, and let $f : 2^V \rightarrow \mathbb{Z}_+$ be a proper function. Let $H$ be a Gomory-Hu tree for $(G, u)$. Then for each $\emptyset \neq S \subseteq V(G)$ we have:

(a) $\sum_{e \in \delta_G(S)} u(e) \geq \max_{e \in \delta_H(S)} \sum_{e \in \delta_G(C_e)} u(e)$;

(b) $f(S) \leq \max_{e \in \delta_H(S)} f(C_e)$;

where $C_e$ and $V(H) \setminus C_e$ are the two connected components of $H - e$.

**Proof:** (a) By definition of the Gomory-Hu tree, $\delta_G(C_e)$ is a minimum capacity $x$-$y$-cut for each $e = \{x, y\} \in E(H)$, and for $\{x, y\} \in \delta_H(S)$ the left-hand side of (a) is the capacity of some $x$-$y$-cut.

To prove (b), let $X_1, \ldots, X_l$ be the connected components of $H - S$. Since $H[X_i]$ is connected and $H$ is a tree we have for each $i \in \{1, \ldots, l\}$:

$$V(H) \setminus X_i = \bigcup_{e \in \delta_H(X_i)} C_e$$

(if necessary, replace $C_e$ by $V(H) \setminus C_e$). Since $f$ is proper we have

$$f(X_i) = f(V(G) \setminus X_i) = f(V(H) \setminus X_i) = f\left(\bigcup_{e \in \delta_H(X_i)} C_e\right) \leq \max_{e \in \delta_H(X_i)} f(C_e).$$

Since $\{e \in \delta_H(X_i)\} \subseteq \{e \in \delta_H(S)\}$, we conclude that

$$f(S) = f(V(G) \setminus S) = f\left(\bigcup_{i=1}^l X_i\right) \leq \max_{i \in \{1, \ldots, l\}} f(X_i) \leq \max_{e \in \delta_H(S)} f(C_e).$$

Now we can show how to solve the Separation Problem for (20.6) by considering the fundamental cuts of a Gomory-Hu tree. Note that storing the proper function $f$ explicitly would require exponential space, so we assume that $f$ is given by an oracle.
Theorem 20.20. Let $G$ be an undirected graph, $x \in \mathbb{R}^{|E(G)|}_{+}$, and let $f : 2^V(G) \rightarrow \mathbb{Z}_+$ be a proper function (given by an oracle). One can find a set $S \subseteq V(G)$ with $\sum_{e \in \delta_G(S)} x_e < f(S)$ or decide that none exists in $O(n^4 + n^\theta)$ time. Here $n = |V(G)|$ and $\theta$ is the time required by the oracle for $f$.

Proof: We first compute a Gomory-Hu tree $H$ for $G$, where the capacities are given by $x$. $H$ can be computed in $O(n^4)$ time by Theorem 8.35.

By Lemma 20.19(b) we have that for each $\emptyset \neq S \subset V(G)$ there exists an $e \in \delta_H(S)$ with $f(S) \leq f(C_e)$. From Lemma 20.19(a) we get $f(S) - \sum_{e \in \delta_G(S)} x_e \leq f(C_e) - \sum_{e \in \delta_G(C_e)} x_e$. We conclude

$$\max_{\emptyset \neq S \subset V(G)} \left( f(S) - \sum_{e \in \delta_G(S)} x_e \right) = \max_{e \in E(H)} \left( f(C_e) - \sum_{e \in \delta_G(C_e)} x_e \right). \quad (20.7)$$

Hence the Separation Problem for (20.6) can be solved by checking only $n - 1$ cuts. \hfill \square

It is worthwhile to compare (20.7) with Theorem 12.17.

In contrast to the LP relaxation (20.6) we cannot hope to find an optimum integral solution in polynomial time: by Theorem 20.2 this would imply $P = NP$. So we consider approximation algorithms for (20.1).

In the following section we describe a primal-dual approximation algorithm which subsequently adds edges in most violated cuts. This combinatorial algorithm performs well if the maximum connectivity requirement $k := \max_{S \subseteq V(G)} f(S)$ is not too large. In particular it is a 2-factor approximation algorithm for the case $k = 1$, which includes the Generalized Steiner Tree Problem. In Section 20.5 we describe a 2-factor approximation algorithm for the general case. However, this algorithm has the drawback that it uses the above solution of LP relaxation which has a polynomial running time but is too inefficient for practical purposes.

20.4 A Primal-Dual Approximation Algorithm

The algorithm which we present in this section was developed in the papers of Williamson et al. [1995], Gabow, Goemans and Williamson [1998], and Goemans et al. [1994], in this order.

Suppose an undirected graph $G$ with weights $c : E(G) \rightarrow \mathbb{R}_+$, and a proper function $f$ are given. We are looking for an edge set $F$ whose incidence vector satisfies (20.1).

The algorithm proceeds in $k := \max_{S \subseteq V(G)} f(S)$ phases. Since $f$ is proper we have $k = \max_{v \in V(G)} f(\{v\})$, so $k$ can be computed easily. In phase $p$ ($1 \leq p \leq k$) the proper function $f_p$ is considered, where $f_p(S) := \max\{f(S) + p - k, 0\}$. It will be guaranteed that after phase $p$ the current edge set $F$ (or, more precisely, its characteristic vector) satisfies (20.1) with respect to $f_p$. Let us start with some definitions.
Definition 20.21. Given some proper function \( g \), some \( F \subseteq E(G) \) and \( X \subseteq V(G) \), we say that \( X \) is violated with respect to \((g, F)\) if \( |\delta_F(X)| < g(X) \). The minimal violated sets with respect to \((g, F)\) are the active sets with respect to \((g, F)\). \( F \subseteq E(G) \) satisfies \( g \) if no set is violated with respect to \((g, F)\). We say that \( F \) almost satisfies \( g \) if \( |\delta_F(X)| \geq g(X) - 1 \) for all \( X \subseteq V(G) \).

Throughout the algorithm, the current function \( f_p \) will be almost satisfied by the current set \( F \). The active sets will play a central role. A key observation is the following:

Lemma 20.22. Given some proper function \( g \), some \( F \subseteq E(G) \) almost satisfying \( g \), and two violated sets \( A \) and \( B \). Then either \( A \setminus B \) and \( B \setminus A \) are both violated or \( A \cap B \) and \( A \cup B \) are both violated. In particular, the active sets with respect to \((g, F)\) are pairwise disjoint.

Proof: Directly from Proposition 20.18 and Lemma 2.1(c).

This lemma shows in particular that there can be at most \( n = |V(G)| \) active sets. We now show how to compute the active sets; similarly to the proof of Theorem 20.20 we use a Gomory-Hu tree.

Theorem 20.23. (Gabow, Goemans and Williamson [1998]) Given a proper function \( g \) (by an oracle) and a set \( F \subseteq E(G) \) almost satisfying \( g \). Then the active sets with respect to \((g, F)\) can be computed in \( O(n^4 + n^2 \theta) \) time. Here \( n = |V(G)| \) and \( \theta \) is the time required by the oracle for \( g \).

Proof: We first compute a Gomory-Hu tree \( H \) for \((V(G), F)\) (and unit capacities). \( H \) can be computed in \( O(n^4) \) time by Theorem 8.35. By Lemma 20.19 we have for each \( \emptyset \neq S \subseteq V(G) \):

\[
|\delta_F(S)| \geq \max_{e \in \delta_H(S)} |\delta_F(C_e)| \quad (20.8)
\]

and

\[
g(S) \leq \max_{e \in \delta_H(S)} g(C_e), \quad (20.9)
\]

where \( C_e \) and \( V(H) \setminus C_e \) are the two connected components of \( H - e \).

Let \( A \) be an active set. By (20.9), there exists an edge \( e = \{s, t\} \in \delta_H(A) \) with \( g(A) \leq g(C_e) \). By (20.8), \( |\delta_F(A)| \geq |\delta_F(C_e)| \). So we have

\[
1 = g(A) - |\delta_F(A)| \leq g(C_e) - |\delta_F(C_e)| \leq 1,
\]

because \( F \) almost satisfies \( g \). We must have equality throughout, in particular \( |\delta_F(A)| = |\delta_F(C_e)| \). So \( \delta_F(A) \) is a minimum \( s-t \)-cut in \((V(G), F)\). Let us assume w.l.o.g. that \( A \) contains \( t \) but not \( s \).

Let \( G' \) be the digraph \((V(G), \{(v, w), (w, v) : \{v, w\} \in F\})\). Consider a maximum \( s-t \)-flow \( f \) in \( G' \) and the residual graph \( G'_f \). Form an acyclic digraph \( G'' \) from \( G'_f \) by contracting the set \( S \) of vertices reachable from \( s \) to a vertex \( v_S \), contracting the set \( T \) of vertices from which \( t \) is reachable to a vertex \( v_T \), and
contracting each strongly connected component \( X \) of \( G' - (S \cup T) \) to a vertex \( v_X \).

There is a one-to-one correspondence between the minimum \( s-t \)-cuts in \( G' \) and the directed \( v_T\)-\( v_S \)-cuts in \( G'' \) (cf. Exercise 5 of Chapter 8; this follows easily from the Max-Flow-Min-Cut Theorem 8.6 and Lemma 8.3). In particular, \( A \) is the union of sets \( X \) with \( v_X \in V(G'') \). Since \( g(A) > |\delta_F(A)| = |\delta_{G'}(A)| = \text{value}(f) \) and \( g \) is proper, there exists a vertex \( v_X \in V(G'') \) with \( X \subseteq A \) and \( g(X) > \text{value}(f) \).

We now show how to find \( A \). If \( g(T) > \text{value}(f) \), then set \( Z := T \), else let \( v_Z \) be any vertex of \( G'' \) with \( g(Z) > \text{value}(f) \) and \( g(Y) \leq \text{value}(f) \) for all vertices \( v_Y \in V(G'') \setminus \{v_Z\} \) from which \( v_Z \) is reachable. Let

\[
B := T \cup \{Y : v_Z \text{ is reachable from } v_Y \text{ in } G''\}.
\]

Since

\[
\text{value}(f) < g(Z) = g(V(G) \setminus Z) \leq \max\{g(V(G) \setminus B), g(B \setminus Z)\} = \max\{g(B), g(B \setminus Z)\}
\]

and

\[
g(B \setminus Z) \leq \max\{g(Y) : v_Y \in V(G'') \setminus \{v_Z\}, Y \subseteq B\} \leq \text{value}(f)
\]

we have \( g(B) > \text{value}(f) = \delta_{G'}(B) = \delta_F(B) \), so \( B \) is violated with respect to \( (g, F) \). Since \( B \) is not a proper subset of \( A \) (as \( A \) is active) and both \( A \) and \( B \) contain \( T \), we conclude from Lemma 20.22 that \( A \subseteq B \). But then \( Z = X \), as \( v_Z \) is the only vertex with \( Z \subseteq B \) and \( g(Z) > \text{value}(f) \), and \( A \) contains all sets \( Y \) for which \( v_Z \) is reachable from \( v_Y \) (as \( \delta_{G'}(A) = \emptyset \)). Hence \( A = B \).

For a given pair \( (s, t) \) a set \( B \) as above (if existent) can be found in linear time by constructing \( G'' \) (using the Strongly Connected Component Algorithm) and then finding a topological order of \( G'' \) (cf. Theorem 2.20), starting with \( v_T \).

We repeat the above procedure for all ordered pairs \( (s, t) \) such that \( \{s, t\} \in E(H) \).

In this way we obtain a list of at most \( 2n - 2 \) candidates for active sets. The running time is evidently dominated by finding \( O(n) \) times a maximum flow in \( G' \) plus asking \( O(n^2) \) times the oracle for \( g \). Finally we can eliminate those violated sets among the candidates that are not minimal in \( O(n^2) \) time. \( \square \)

The running time can be improved if \( \max_{S \subseteq V(G)} g(S) \) is small (see Exercise 8). We now turn to the description of the algorithm.

---

**Primal-Dual Algorithm For Network Design**

**Input:** An undirected graph \( G \), weights \( c : E(G) \to \mathbb{R}_+ \), and an oracle for a proper function \( f : 2^{V(G)} \to \mathbb{Z}_+ \).

**Output:** A set \( F \subseteq E(G) \) satisfying \( f \).

1. If \( E(G) \) does not satisfy \( f \), then **stop** (the problem is infeasible).
2. Set \( F := \emptyset, k := \max_{v \in V(G)} f(\{v\}) \), and \( p := 1 \).
3. Set \( i := 0 \).
   Set \( \pi(v) := 0 \) for all \( v \in V(G) \).
   Let \( \mathcal{A} \) be the family of active sets with respect to \((F, f_p)\), where \( f_p \) is defined by \( f_p(S) := \max\{ f(S) + p - k, 0 \} \) for all \( S \subseteq V(G) \).

4. **While** \( \mathcal{A} \neq \emptyset \) **do**:
   Set \( i := i + 1 \).
   Set \( \epsilon := \min \left\{ \frac{c(e) - \pi(v) - \pi(w)}{|\{A \in \mathcal{A} : e \in \delta_G(A)\}|} : e = \{v, w\} \in \bigcup_{A \in \mathcal{A}} \delta_G(A) \setminus F \right\} \),
   and let \( e_i \) be some edge attaining this minimum.
   Increase \( \pi(v) \) by \( \epsilon \) for all \( v \in \bigcup_{A \in \mathcal{A}} A \).
   Set \( F := F \cup \{e_i\} \).
   Update \( \mathcal{A} \).

5. **For** \( j := i \) **down to** 1 **do**:
   If \( F \setminus \{e_j\} \) satisfies \( f_p \) **then** set \( F := F \setminus \{e_j\} \).

6. **If** \( p = k \) **then stop**, **else** set \( p := p + 1 \) and **go to** 3.

The feasibility check in 1 can be done in \( O(n^4 + n\theta) \) time by Theorem 20.20. Before we discuss how to implement 3 and 4, let us show that the output \( F \) is indeed feasible with respect to \( f \). Let us denote by \( F_p \) the set \( F \) at the end of phase \( p \) (and \( F_0 := \emptyset \)).

**Lemma 20.24.** At each stage of phase \( p \) the set \( F \) almost satisfies \( f_p \) and \( F \setminus F_{p-1} \) is a forest. At the end of the phase \( p \), \( F_p \) satisfies \( f_p \).

**Proof:** Since \( f_1(S) = \max\{0, f(S) + 1 - k\} \leq \max\{0, \max_{v \in S} f(\{v\}) + 1 - k\} \leq 1 \) (as \( f \) is proper), the empty set almost satisfies \( f_1 \).

After 4 there are no active sets, so \( F \) satisfies \( f_p \). In 5, this property is explicitly maintained. Hence each \( F_p \) satisfies \( f_p \) and thus almost satisfies \( f_{p+1} \) \((p = 0, \ldots, k - 1)\). To see that \( F \setminus F_{p-1} \) is a forest, observe that each edge added to \( F \) belongs to \( \delta(A) \) for some active set \( A \) and must be the first edge of \( \delta(A) \) added to \( F \) in this phase \((|\delta_{F_{p-1}}(A)| = f_{p-1}(A))\). Hence no edge creates a circuit in \( F \setminus F_{p-1} \).

So Theorem 20.23 can be applied to determine \( \mathcal{A} \). The number of iterations within each phase is at most \( n - 1 \). The only remaining implementation issue we have to discuss is how to determine \( \epsilon \) and \( e_i \) in 4.

**Lemma 20.25.** Determining \( \epsilon \) and \( e_i \) in 4 of the algorithm can be done in \( O(mn) \) time per phase.

**Proof:** At each iteration of a phase we do the following. First we assign a number to each vertex according to which active set it belongs to (or zero if none). This can be done in \( O(n) \) time (note that the active sets are disjoint by Lemma 20.22).
For each edge $e$ the number of active sets intersecting $e$ can now be determined in $O(1)$ time. So $\epsilon$ and $e_i$ can be determined in $O(m)$ time. There are at most $n - 1$ iterations per phase, so the time bound is proved.

We remark that a sophisticated implementation (Gabow, Goemans and Williamson [1998]) improves this bound to $O(n^2 \sqrt{\log \log n})$.

**Theorem 20.26.** (Goemans et al. [1994]) The **Primal-Dual Algorithm For Network Design** returns a set $F$ satisfying $f$ in $O(kn^5 + kn^3 \theta)$ time, where $k = \max_{S \subseteq V(G)} f(S)$, $n = |V(G)|$ and $\theta$ is the time required by the oracle for $f$.

**Proof:** The feasibility of $F$ is guaranteed by Lemma 20.24 since $f_k = f$.

An oracle for each $f_p$ of course uses the oracle for $f$ and thus takes time $\theta + O(1)$. Computing the active sets takes $O(n^4 + n^2 \theta)$ time (Theorem 20.23), and this is done $O(nk)$ times. Determining $\epsilon$ and $e_i$ can be done in $O(n^3)$ time per phase (Lemma 20.25). Everything else can easily be done in $O(kn^2)$ time.

Exercise 8 shows how to improve the running time to $O(k^3 n^3 + kn^3 \theta)$. It can be improved to $O(k^2 n^3 + kn^2 \theta)$ by using a different clean-up step (5 of the algorithm) and a more sophisticated implementation (Gabow, Goemans and Williamson [1998]). For fixed $k$ and $\theta = O(n)$ this means that we have an $O(n^3)$-algorithm. For the special case of the **Survivable Network Design Problem** ($f$ is determined by connectivity requirements $r_{xy}$) the running time can be improved to $O(k^2 n^2 \sqrt{\log \log n})$.

Now we analyze the performance guarantee of the algorithm and justify that we have called it a primal-dual algorithm. The dual of (20.6) is:

$$\max \sum_{S \subseteq V(G)} f(S) y_S - \sum_{e \in E(G)} z_e$$

s.t. $\sum_{S: e \in \delta(S)} y_S \leq c(e) + z_e \quad (e \in E(G))$ (20.10)

$$y_S \geq 0 \quad (S \subseteq V(G))$$

$$z_e \geq 0 \quad (e \in E(G)).$$

This dual LP is essential for the analysis of the algorithm.

We show how the algorithm in each phase $p$ implicitly constructs a feasible dual solution. Starting with $y^{(p)} = 0$, in each iteration (of phase $p$) $y_A^{(p)}$ is increased by $\epsilon$ for each $A \in \mathcal{A}$. Moreover we set

$$z_e^{(p)} := \begin{cases} 
\sum_{S: e \in \delta(S)} y_S^{(p)} & \text{if } e \in F_{p-1} \\
0 & \text{otherwise}
\end{cases}.$$

There is no point in constructing this dual solution explicitly in the algorithm. The variables $\pi(v) = \sum_{S: v \in S} y_S$ ($v \in V(G)$) contain all information that is needed.
Lemma 20.27. (Williamson et al. [1995]) For each \( p \), \((y^{(p)}, z^{(p)})\) as defined above is a feasible solution of (20.10).

Proof: The nonnegativity constraints are obviously satisfied. The constraints for \( e \in F_{p-1} \) are satisfied by definition of \( z^{(p)}_e \).

Moreover, by (4) of the algorithm we have
\[
\sum_{S: e \in \delta(S)} y^{(p)}_S \leq c(e) \quad \text{for each } e \in E(G) \setminus F_{p-1},
\]
since \( e \) is added to \( F \) when equality is reached and after that sets \( S \) with \( e \in \delta(S) \) are no longer violated with respect to \((F, f_p)\) (recall that \( F \setminus \{e\} \) satisfies \( f_{p-1} \) by Lemma 20.24).

Let us denote by \( \text{OPT}(G, c, f) \) the optimum value of the integer linear program (20.1). Next we show:

Lemma 20.28. (Goemans et al. [1994]) For each \( p \in \{1, \ldots, k\} \) we have
\[
\sum_{S \subseteq V(G)} y^{(p)}_S \leq \frac{1}{k - p + 1} \text{OPT}(G, c, f).
\]

Proof: \( \text{OPT}(G, c, f) \) is greater than or equal to the optimum value of the LP relaxation (20.6), and this is bounded from below by the objective value of any feasible dual solution (by the Duality Theorem 3.16). Since \((y^{(p)}, z^{(p)})\) is feasible for the dual LP (20.10) by Lemma 20.27 we conclude that
\[
\text{OPT}(G, c, f) \geq \sum_{S \subseteq V(G)} f(S) y^{(p)}_S - \sum_{e \in E(G)} z^{(p)}_e.
\]

Now observe that, for each \( S \subseteq V(G) \), \( y_S \) can only become positive if \( S \) is violated with respect to \((f_p, F_{p-1})\). So we may conclude that
\[
y^{(p)}_S > 0 \implies |\delta_{F_{p-1}}(S)| \leq f(S) + p - k - 1.
\]

We thus obtain:
\[
\begin{align*}
\text{OPT}(G, c, f) &\geq \sum_{S \subseteq V(G)} f(S) y^{(p)}_S - \sum_{e \in E(G)} z^{(p)}_e \\
&= \sum_{S \subseteq V(G)} f(S) y^{(p)}_S - \sum_{S \in F_{p-1}} \left( \sum_{e \in \delta(S)} y^{(p)}_S \right) \\
&= \sum_{S \subseteq V(G)} f(S) y^{(p)}_S - \sum_{S \subseteq V(G)} |\delta_{F_{p-1}}(S)| y^{(p)}_S \\
&= \sum_{S \subseteq V(G)} (f(S) - |\delta_{F_{p-1}}(S)|) y^{(p)}_S \\
&\geq \sum_{S \subseteq V(G)} (k - p + 1) y^{(p)}_S.
\end{align*}
\]
Lemma 20.29.  (Williamson et al. [1995])  At each iteration of any phase $p$ we have
\[ \sum_{A \in \mathcal{A}} |\delta_{F_p \setminus F_{p-1}}(A)| \leq 2 |\mathcal{A}|. \]

Proof: We consider some particular iteration of phase $p$, which we call the current iteration. Let $\mathcal{A}$ denote the family of active sets at the beginning of this iteration, and let
\[ H := (F_p \setminus F_{p-1}) \cap \bigcup_{A \in \mathcal{A}} \delta(A). \]
Note that all the edges of $H$ must have been added during or after the current iteration.

Let $e \in H$. $F_p \setminus \{e\}$ does not satisfy $f_p$, because otherwise $e$ would have been deleted in the clean-up step of phase $p$. So let $X_e$ be some minimal violated set with respect to $(f_p, F_p \setminus \{e\})$. Since $F_p \setminus \{e\} \supseteq F_{p-1}$ almost satisfies $f_p$ we have $\delta_{F_p \setminus F_{p-1}}(X_e) = \{e\}$.

We claim that the family $\mathcal{X} := \{X_e : e \in H\}$ is laminar. For suppose that there are two edges $e, e' \in H$ (say $e$ was added before $e'$) for which $X_e \setminus X_{e'}$, $X_{e'} \setminus X_e$, and $X_e \cap X_{e'}$ are all nonempty. Since $X_e$ and $X_{e'}$ are violated at the beginning of the current iteration, either $X_e \cup X_{e'}$ and $X_e \cap X_{e'}$ are both violated or $X_e \setminus X_{e'}$ and $X_{e'} \setminus X_e$ are both violated (by Lemma 20.22). In the first case we have
\[ 1 + 1 \leq |\delta_{F_p \setminus F_{p-1}}(X_e \cup X_{e'})| + |\delta_{F_p \setminus F_{p-1}}(X_e \cap X_{e'})| \]
by the submodularity of $|\delta_{F_p \setminus F_{p-1}}|$ (Lemma 2.1(c)). We conclude $|\delta_{F_p \setminus F_{p-1}}(X_e \cup X_{e'})| = |\delta_{F_p \setminus F_{p-1}}(X_e \cap X_{e'})| = 1$, contradicting the minimal choice of $X_e$ or of $X_{e'}$ because $X_e \cap X_{e'}$ could have been chosen instead. The second case is treated analogously.

Now consider a tree-representation $(T, \varphi)$ of $\mathcal{X}$, where $T$ is an arborescence (cf. Proposition 2.14). For each $e \in H$, $X_e$ is violated at the beginning of the current iteration because $e$ has not been added yet at that time. So by Lemma 20.22 we have $A \subseteq X_e$ or $A \cap X_e = \emptyset$ for all $A \in \mathcal{A}$. Hence $(\varphi(a) : a \in A)$ contains only one element, denoted by $\varphi(A)$, for each $A \in \mathcal{A}$. We call a vertex $v \in V(T)$ occupied if $v = \varphi(A)$ for some $A \in \mathcal{A}$.

We assert that all vertices of $T$ with out-degree 0 are occupied. Namely, for such a vertex $v$, $\varphi^{-1}(v)$ is a minimal element of $\mathcal{X}$. A minimal element of $\mathcal{X}$ is violated at the beginning of the current iteration, so it contains an active set and must thus be occupied. Hence the average out-degree of the occupied vertices is at most 1.

Observe that there is a one-to-one correspondence between $H$, $\mathcal{X}$, and $E(T)$ (see Figure 20.3; (a) shows $H$, the elements of $\mathcal{A}$ (squares) and those of $\mathcal{X}$ (circles); (b) shows $T$). We conclude that for each $v \in V(T)$
\[ |\delta_T(v)| = |\delta_H(\{x \in V(G) : \varphi(x) = v\})| \geq \sum_{A \in \mathcal{A}, \varphi(A) = v} |\delta_{F_p \setminus F_{p-1}}(A)|. \]
By summing over all occupied vertices $S$ we obtain:

$$
\sum_{A \in \mathcal{A}} |\delta_{F_p \setminus F_{p-1}}(A)| \leq \sum_{v \in V(T) \text{ occupied}} |\delta_T(v)| \\
\leq 2 |\{v \in V(T) : v \text{ occupied}\}| \\
\leq 2 |\mathcal{A}|.
$$

The proof of the next lemma shows the role of the complementary slackness conditions:

**Lemma 20.30.** (Williamson et al. [1995]) For each $p \in \{1, \ldots, k\}$ we have

$$
\sum_{e \in F \setminus F_{p-1}} c(e) \leq 2 \sum_{S \subseteq V(G)} y_S^{(p)}.
$$

**Proof:** In each phase $p$ the algorithm maintains the primal complementary slackness conditions

$$
e \in F \setminus F_{p-1} \Rightarrow \sum_{S \subseteq \delta(S)} y_S^{(p)} = c(e).
$$

So we have

$$
\sum_{e \in F \setminus F_{p-1}} c(e) = \sum_{e \in F \setminus F_{p-1}} \left( \sum_{S \subseteq \delta(S)} y_S^{(p)} \right) = \sum_{S \subseteq V(G)} y_S^{(p)} |\delta_{F_p \setminus F_{p-1}}(S)|.
$$

Thus it remains to show that

$$
\sum_{S \subseteq V(G)} y_S^{(p)} |\delta_{F_p \setminus F_{p-1}}(S)| \leq 2 \sum_{S \subseteq V(G)} y_S^{(p)}.
$$

At the beginning of phase $p$ we have $y^{(p)} = 0$, so (20.11) holds. In each iteration, the left-hand side increases by $\sum_{A \in \mathcal{A}} \epsilon |\delta_{F_p \setminus F_{p-1}}(A)|$, while the right-hand side increases by $2\epsilon |\mathcal{A}|$. So Lemma 20.29 shows that (20.11) is not violated. \qed
In (20.11) the dual complementary slackness conditions
\[ y_S^{(p)} > 0 \Rightarrow |\delta_{F_p}(S)| = f_p(S) \]
appear. \( |\delta_{F_p}(S)| \geq f_p(S) \) holds throughout, while (20.11) roughly means that \( |\delta_{F_p}(S)| \leq 2f_p(S) \) is satisfied on the average. As we shall see, this implies a performance ratio of 2 in the case \( k = 1 \).

**Theorem 20.31.** (Goemans et al. [1994]) *The Primal-Dual Algorithm For Network Design* returns a set \( F \) which satisfies \( f \) and whose weight is at most \( 2H(k) \text{OPT}(G, c, f) \) in \( O(kn^5 + kn^3\theta) \) time, where \( n = |V(G)| \), \( k = \max_{S \subseteq V(G)} f(S) \), \( H(k) = 1 + \frac{1}{2} + \cdots + \frac{1}{k} \), and \( \theta \) is the time required by the oracle for \( f \).

**Proof:** The correctness and the running time have been proved in Theorem 20.26. The weight of \( F \) is

\[
\sum_{e \in F} c(e) = \sum_{p=1}^{k} \left( \sum_{e \in F_p \setminus F_{p-1}} c(e) \right)
\leq \sum_{p=1}^{k} \left( \frac{2}{k} \sum_{S \subseteq V(G)} y_S^{(p)} \right)
\leq 2 \sum_{p=1}^{k} \frac{1}{k - p + 1} \text{OPT}(G, c, f)
= 2H(k) \text{OPT}(G, c, f)
\]
due to Lemma 20.30 and Lemma 20.28.

The primal-dual approximation algorithm presented in this section has been put into a more general framework by Bertsimas and Teo [1995]. A related, but apparently more difficult problem arises by considering vertex-connectivity instead of edge-connectivity (one looks for a subgraph containing at least a specified number \( r_{ij} \) of vertex-disjoint \( i \)-\( j \)-paths for each \( i \) and \( j \)). See the remarks at the end of the next section.

### 20.5 Jain’s Algorithm

In this section we present Jain’s [2001] 2-factor approximation algorithm for the Survivable Network Design Problem. Although it has a much better performance guarantee than the Primal-Dual Algorithm For Network Design it is of less practical value since it is based on the equivalence of optimization and separation (cf. Section 4.6).
The algorithm starts by solving the LP relaxation (20.6). In fact, it causes no difficulty to have integral capacities \( u : E(G) \rightarrow \mathbb{N} \) on the edges, i.e. we are allowed to pick some edges more than once:

\[
\begin{align*}
\min & \quad \sum_{e \in E(G)} c(e) x_e \\
\text{s.t.} & \quad \sum_{e \in \delta(S)} x_e \geq f(S) \quad (S \subseteq V(G)) \\
& \quad x_e \geq 0 \quad (e \in E(G)) \\
& \quad x_e \leq u(e) \quad (e \in E(G)).
\end{align*}
\]  

(20.12)

Of course we are eventually looking for an integral solution. By solving the LP relaxation of an integer program and rounding up one gets a 2-factor approximation algorithm if the LP relaxation always has a half-integral optimum solution (see Exercise 8 of Chapter 16 for an example).

However, (20.12) does not have this property. To see this, consider the Petersen graph (Figure 20.4) with \( u(e) = c(e) = 1 \) for all edges \( e \) and \( f(S) = 1 \) for all \( \emptyset \neq S \subseteq V(G) \). Here the optimum value of the LP (20.12) is 5 \( (x_e = \frac{1}{3} \text{ for all } e \text{ is an optimum solution}) \), and every solution of value 5 satisfies \( \sum_{e \in \delta(v)} x_e = 1 \) for all \( v \in V(G) \). Thus an optimum half-integral solution must have \( x_e = \frac{1}{2} \) for the edges \( e \) of a Hamiltonian circuit and \( x_e = 0 \) otherwise. However, the Petersen graph is not Hamiltonian.

Nevertheless the solution of the LP relaxation (20.12) gives rise to a 2-factor approximation algorithm. The key observation is that for every optimum basic solution \( x \) there is an edge \( e \) with \( x_e \geq \frac{1}{2} \) (Theorem 20.33). The algorithm will then round up and fix only these components and consider the remaining problem which has at least one edge less.

We need some preparation. For a set \( S \subseteq V(G) \) we denote by \( \chi_S \) the incidence vector of \( \delta_G(S) \) (with respect to \( E(G) \)). For any feasible solution \( x \) of (20.12) we call a set \( S \subseteq V(G) \) **tight** if \( \chi_S x = f(S) \).

![Fig. 20.4.](image-url)
Lemma 20.32. (Jain [2001]) Let \( G \) be a graph, \( m := |E(G)| \), and \( f : 2^{V(G)} \to \mathbb{Z}_+ \) a weakly supermodular function. Let \( x \) be a basic solution of the LP (20.12), and suppose that \( 0 < x_e < 1 \) for each \( e \in E(G) \). Then there exists a laminar family \( B \) of \( m \) tight subsets of \( V(G) \) such that the vectors \( \chi_B, B \in B \), are linearly independent (in \( \mathbb{R}^{E(G)} \)).

Proof: Let \( B \) be a laminar family of tight subsets of \( V(G) \) such that the vectors \( \chi_B, B \in B \), are linearly independent. Suppose that \( |B| = m \); we show how to extend \( B \).

Since \( x \) is a basic solution of (20.12), i.e. a vertex of the polytope, there are \( m \) linearly independent inequality constraints satisfied with equality (Proposition 3.8). Since \( 0 < x_e < 1 \) for each \( e \in E(G) \) these constraints correspond to a family \( S \) (not necessarily laminar) of \( m \) tight subsets of \( V(G) \) such that the vectors \( \chi_S \) \( (S \in S) \) are linearly independent. Since \( |B| < m \), there exists a tight set \( S \subseteq V(G) \) such that the vectors \( \chi_B, B \in B \cup \{S\} \) are linearly independent. Choose \( S \) such that

\[
\gamma(S) := |\{B \in B : B \text{ crosses } S\}|
\]

is minimal, where we say that \( B \) crosses \( S \) if \( B \cap S \neq \emptyset \) and \( B \setminus S \neq \emptyset \) and \( S \setminus B \neq \emptyset \).

If \( \gamma(S) = 0 \), then we can add \( S \) to \( B \) and we are done. So assume that \( \gamma(S) > 0 \), and let \( B \in B \) be a set crossing \( S \). Since \( f \) is weakly supermodular we have

\[
f(S \setminus B) + f(B \setminus S) \geq f(S) + f(B)
\]

\[
= \sum_{e \in \delta_G(S)} x_e + \sum_{e \in \delta_G(B \setminus S)} x_e
\]

\[
= \sum_{e \in \delta_G(S)} x_e + \sum_{e \in \delta_G(B \setminus S)} x_e + 2 \sum_{e \in E_G(S \cap B, V(G) \setminus (S \cup B))} x_e
\]

or

\[
f(S \cap B) + f(S \cup B) \geq f(S) + f(B)
\]

\[
= \sum_{e \in \delta_G(S)} x_e + \sum_{e \in \delta_G(B \setminus S)} x_e
\]

\[
= \sum_{e \in \delta_G(S \cap B)} x_e + \sum_{e \in \delta_G(S \cup B)} x_e + 2 \sum_{e \in E_G(S \setminus B, B \setminus S)} x_e
\]

In the first case, \( S \setminus B \) and \( B \setminus S \) are both tight and \( E_G(S \cap B, V(G) \setminus (S \cup B)) = \emptyset \), implying \( \chi_{S \setminus B} + \chi_{B \setminus S} = \chi_S + \chi_B \). In the second case, \( S \cap B \) and \( S \cup B \) are both tight and \( E_G(S \setminus B, B \setminus S) = \emptyset \), implying \( \chi_{S \cap B} + \chi_{S \cup B} = \chi_S + \chi_B \).

Hence there is at least one set \( T \) among \( S \setminus B, B \setminus S, S \cap B \) and \( S \cup B \) that is tight and has the property that the vectors \( \chi_B, B \in B \cup \{T\} \), are linearly independent. We finally show that \( \gamma(T) < \gamma(S) \); this yields a contradiction to the choice of \( S \).
Since $B$ crosses $S$ but not $T$, it suffices to show that there is no $C \in \mathcal{B}$ which crosses $T$ but not $S$. Indeed, since $T$ is one of the sets $T$ among $S \setminus B$, $B \setminus S$, $S \cap B$ and $S \cup B$, a set $C$ crossing $T$ but not $S$ must cross $B$. Since $\mathcal{B}$ is laminar and $B \in \mathcal{B}$ this implies $C \notin \mathcal{B}$.

Now we can prove the crucial theorem for Jain’s Algorithm:

**Theorem 20.33.** (Jain [2001]) Let $G$ be a graph and $f : 2^{V(G)} \to \mathbb{Z}_+$ a weakly supermodular function that is not identically zero. Let $x$ be a basic solution of the LP (20.12). Then there exists an edge $e \in E(G)$ with $x_e \geq \frac{1}{2}$.

**Proof:** We may assume $x_e > 0$ for each edge $e$, since otherwise we can delete $e$. In fact we assume $0 < x_e < \frac{1}{2}$ for all $e \in E(G)$ and will deduce a contradiction.

By Lemma 20.32 there exists a laminar family $\mathcal{B}$ of $m := |E(G)|$ tight subsets of $V(G)$ such that the vectors $\chi_B$, $B \in \mathcal{B}$, are linearly independent. The linear independence implies in particular that none of the $\chi_B$ is the zero vector, hence $0 < \chi_B x = f(B)$ and thus $f(B) \geq 1$ for all $B \in \mathcal{B}$. Moreover, $\bigcup_{B \in \mathcal{B}} \delta_G(B) = E(G)$. By the assumption that $x_e < \frac{1}{2}$ for each $e \in E(G)$ we have $|\delta_G(B)| \geq 2f(B) + 1 \geq 3$ for all $B \in \mathcal{B}$.

Let $(T, \varphi)$ be a tree-representation of $\mathcal{B}$. For each vertex $t$ of the arborescence $T$ we denote by $T_t$ the maximal subgraph of $T$ which is an arborescence rooted at $t$ ($T_t$ contains $t$ and all its successors). Moreover, let $B_t := \{v \in V(G) : \varphi(v) \in V(T_t)\}$. By definition of the tree-representation we have $B_r = V(G)$ for the root $r$ of $T$ and $\mathcal{B} = \{B_t : t \in V(T) \setminus \{r\}\}$.

**Claim:** For each $t \in V(T)$ we have $\sum_{v \in B_t} |\delta_G(v)| \geq 2|V(T_t)| + 1$, with equality only if $|\delta_G(B_t)| = 2f(B_t) + 1$.

We prove the claim by induction on $|V(T_t)|$. If $\delta_T^+(t) = \emptyset$ (i.e. $V(T_t) = \{t\}$), then $B_t$ is a minimal element of $\mathcal{B}$ and thus $\sum_{v \in B_t} |\delta_G(v)| = |\delta_G(B_t)| \geq 3 = 2|V(T_t)| + 1$, with equality only if $|\delta_G(B_t)| = 3$ (implying $f(B_t) = 1$).

For the induction step let $t \in V(T)$ with $\delta_T^+(t) \neq \emptyset$, say $\delta_T^+(t) = \{(t, s_1), \ldots, (t, s_k)\}$, where $k$ is the number of direct successors of $t$. Let $E_1 := \bigcup_{i=1}^k \delta_G(B_{s_i}) \setminus \delta_G(B_t)$ and $E_2 := \delta_G \left( B_t \setminus \bigcup_{i=1}^k B_{s_i} \right)$ (see Figure 20.5 for an illustration).

Note that $E_1 \cup E_2 \neq \emptyset$, since otherwise $\chi_{B_t} = \sum_{i=1}^k \chi_{B_{s_i}}$, contradicting the assumption that the vectors $\chi_B$, $B \in \mathcal{B}$, are linearly independent (note that either $B_t \in \mathcal{B}$ or $t = r$ and then $\chi_{B_t} = 0$). Moreover, we have

$$|\delta_G(B_t)| + 2|E_1| = \sum_{i=1}^k |\delta_G(B_{s_i})| + |E_2| \quad (20.13)$$

and, since $B_{s_1}, \ldots, B_{s_k}$ and $B_t$ are tight,

$$f(B_t) + 2 \sum_{e \in E_1} x_e = \sum_{i=1}^k f(B_{s_i}) + \sum_{e \in E_2} x_e \quad (20.14)$$
Furthermore, by the induction hypothesis,

\[ \sum_{v \in B_t} |\delta_G(v)| \geq \sum_{i=1}^{k} \sum_{v \in B_{si}} |\delta_G(v)| + |E_2| \geq \sum_{i=1}^{k} (2|V(T_{si})| + 1) + |E_2| \quad (20.15) \]

= 2|V(T_t)| − 2 + k + |E_2|.

Now we distinguish three cases.

**Case 1:** \( k + |E_2| \geq 3 \). Then by (20.15)

\[ \sum_{v \in B_t} |\delta_G(v)| \geq 2|V(T_t)| + 1, \]

with equality only if \( k + |E_2| = 3 \) and \( |\delta_G(B_{si})| = 2f(B_{si}) + 1 \) for \( i = 1, \ldots, k \).

We have to show that then \( |\delta_G(B_t)| = 2f(B_t) + 1 \).

By (20.13) we have

\[ |\delta_G(B_t)| + 2|E_1| = \sum_{i=1}^{k} |\delta_G(B_{si})| + |E_2| = 2 \sum_{i=1}^{k} f(B_{si}) + k + |E_2| = 2 \sum_{i=1}^{k} f(B_{si}) + 3, \]

hence \( |\delta_G(B_t)| \) is odd. Moreover with (20.14) we conclude that

\[ |\delta_G(B_t)| + 2|E_1| = 2 \sum_{i=1}^{k} f(B_{si}) + 3 = 2f(B_t) + 4 \sum_{e \in E_1} x_e - 2 \sum_{e \in E_2} x_e + 3 < 2f(B_t) + 2|E_1| + 3, \]
because $E_1 \cup E_2 \neq \emptyset$. We have $|\delta_G(B_i)| = 2f(B_i) + 1$, as required.

**Case 2:** $k = 2$ and $E_2 = \emptyset$. Then $E_1 \neq \emptyset$, and by (20.14) $2\sum_{e \in E_1} x_e$ is an integer, hence $2\sum_{e \in E_1} x_e \leq |E_1| - 1$. Note that $E_1 \neq \delta_G(B_{s_i})$ since otherwise $\chi_{B_{s_i}} = \chi_B + \chi_{B_i}$, contradicting the assumption that the vectors $\chi_B, B \in B$, are linearly independent. Analogously, $E_1 \neq \delta_G(B_{s_i})$. For $i = 1, 2$ we get

$$2f(B_{s_i}) = 2\sum_{e \in (B_{s_i}) \setminus E_1} x_e + 2\sum_{e \in E_1} x_e < |\delta_G(B_{s_i}) \setminus E_1| + |E_1| - 1 = |\delta_G(B_{s_i})| - 1.$$ 

By the induction hypothesis this implies $\sum_{v \in B_{s_i}} |\delta_G(v)| > 2|V(T_i)| + 1$, and as in (20.15) we get

$$\sum_{v \in B_{s_i}} |\delta_G(v)| \geq \sum_{i=1}^2 \sum_{v \in B_{s_i}} |\delta_G(v)| \geq \sum_{i=1}^2 (2|V(T_i)| + 2) = 2|V(T_i)| + 2.$$

**Case 3:** $k = 1$ and $|E_2| \leq 1$. Note that $k = 1$ implies $E_1 \subseteq E_2$, hence $|E_2| = 1$. By (20.14) we have

$$\sum_{e \in E_2 \setminus E_1} x_e - \sum_{e \in E_1} x_e = \sum_{e \in E_2} x_e - 2\sum_{e \in E_1} x_e = f(B_r) - f(B_{s_i}).$$

This is a contradiction since the right-hand side is an integer but the left-hand side is not; hence Case 3 cannot occur.

The claim is proved. For $t = r$ we get $\sum_{v \in V(G)} |\delta_G(v)| \geq 2|V(T)| + 1$, i.e. $2|E(G)| > 2|V(T)|$. Since on the other hand $|V(T)| - 1 = |E(T)| = |B| = |E(G)|$ we have a contradiction. \qed

With this theorem the following algorithm is natural:

**Jain’s Algorithm**

**Input:** An undirected graph $G$, weights $c : E(G) \rightarrow \mathbb{R}_+$, capacities $u : E(G) \rightarrow \mathbb{N}$ and a proper function $f : 2^V(G) \rightarrow \mathbb{Z}_+$ (given by an oracle).

**Output:** A function $x : E(G) \rightarrow \mathbb{Z}_+$ with $\sum_{e \in \delta_G(S)} x_e \geq f(S)$ for all $S \subseteq V(G)$.

1. Set $x_e := 0$ if $c(e) > 0$ and $x_e := u(e)$ if $c(e) = 0$ for all $e \in E(G)$.

2. Find an optimum basic solution $y$ to the LP (20.12) with respect to $c$, $u'$ and $f'$, where $u'(e) := u(e) - x_e$ for all $e \in E(G)$ and $f'(S) := f(S) - \sum_{e \in \delta_G(S)} x_e$ for all $S \subseteq V(G)$.

   If $y_e = 0$ for all $e \in E(G)$, then stop.

3. Set $x_e := x_e + \lfloor y_e \rfloor$ for all $e \in E(G)$ with $y_e \geq \frac{1}{2}$.

   Go to (2).
Theorem 20.34. (Jain [2001]) Jain’s Algorithm finds an integral solution to the LP (20.12) whose cost is at most twice the optimal value of the LP. It can be implemented to run in polynomial time. Hence it is a 2-factor approximation algorithm for the Survivable Network Design Problem.

Proof: After the first iteration we have \( f'(S) \leq \sum_{e \in \delta_G(S)} \frac{1}{2} \leq \frac{|E(G)|}{2} \) for all \( S \subseteq V(G) \). By Theorem 20.33 each subsequent iteration increases at least one \( x_e \) by at least 1 (note that \( f \) is proper, hence weakly supermodular by Proposition 20.18). Since each \( x_e \) is increased by at most \( \frac{|E(G)|}{2} \) after the first iteration, the total number of iterations is bounded by \( \frac{|E(G)|^2}{2} \).

The only implementation problem is \((\Sad \circ \SeparationProblem)\). By Theorem 4.21 it suffices to solve the Separation Problem. For a given vector \( y \in \mathbb{R}_{+}^{E(G)} \) we have to decide whether \( \sum_{e \in \delta_G(S)} y_e \geq f'(S) = f(S) - \sum_{e \in \delta_G(S)} x_e \) for all \( S \subseteq V(G) \), and if not, find a violated cut. Since \( f \) is proper this can be done in \( O(n^4 + n\theta) \) time by Theorem 20.20, where \( n = |V(G)| \) and \( \theta \) is the time bound of the oracle for \( f \).

We finally prove the performance ratio of 2, by induction on the number of iterations. If the algorithm terminates within the first iteration, then the cost of the solution is zero and thus optimal.

Otherwise let \( x^{(1)} \) and \( y^{(1)} \) be the vectors \( x \) and \( y \) after the first iteration, and let \( x^{(i)} \) be the vector \( x \) at termination. Let \( z_e := y_e^{(1)} \) if \( y_e^{(1)} < \frac{1}{2} \) and \( z_e = 0 \) otherwise. We have \( cx^{(1)} \leq 2c \left(y^{(1)} - z\right)\). Let \( f^{(1)} \) be the residual function defined by \( f^{(1)}(S) := f(S) - \sum_{e \in \delta_G(S)} x_e^{(1)} \). Since \( z \) is a feasible solution for \( f^{(1)} \), we know from the induction hypothesis that \( c \left(x^{(i)} - x^{(1)}\right) \leq 2cz \). We conclude:

\[
    cx^{(i)} \leq cx^{(1)} + c \left(x^{(i)} - x^{(1)}\right) \leq 2c \left(y^{(1)} - z\right) + 2cz = 2cy^{(1)}.
\]

Since \( cy^{(1)} \) is a lower bound of the cost of an optimum solution we are done. \( \square \)

Melkonian and Tardos [2004] extended Jain’s technique to a directed network design problem. Fleischer, Jain and Williamson [2001] and Cheriyan and Vetta [2005] showed how some vertex-connectivity constraints can be taken into account. However, results by Kortsarz, Krauthgamer and Lee [2002] indicate that the vertex-connectivity version of the Survivable Network Design Problem is hard to approximate.

Exercises

1. Let \((G, c, T)\) be an instance of the Steiner Tree Problem where \( G \) is a complete graph and \( c : E(G) \to \mathbb{R}_+ \) satisfies the triangle inequality. Prove that there exists an optimum Steiner tree for \( T \) with at most \(|T| - 2\) Steiner points.
2. Prove that the Steiner Tree Problem is MAXSNP-hard even for complete graphs with edge weights 1 and 2 only.
   
   \( \text{Hint:} \) Modify the proof of Theorem 20.3. What if \( G \) is disconnected? (Bern, Plassmann [1989])
3. Formulate an $O(n^3t^2)$ algorithm for the Steiner Tree Problem in planar graphs with all terminals lying on the outer face, and prove its correctness. 

*Hint:* Show that in the Dreyfus-Wagner Algorithm it suffices to consider sets $U \subseteq T$ that are consecutive, i.e. there is a path $P$ whose vertices all lie on the outer face such that $V(P) \cap T = U$ (we assume w.l.o.g. that $G$ is 2-connected).

(Erickson, Monma and Veinott [1987])

4. Describe an algorithm for the Steiner Tree Problem which runs in $O(n^3)$ time for instances $(G, c, T)$ with $|V(G) \setminus T| \leq k$, where $k$ is some constant.

5. Prove the following strengthening of Theorem 20.6: if $(G, c, T)$ is an instance of the Steiner Tree Problem, $(\tilde{G}, \tilde{c})$ the metric closure, $S$ an optimum Steiner tree for $T$ in $G$, and $M$ a minimum weight spanning tree in $\tilde{G}[T]$ with respect to $\tilde{c}$, then

$$\tilde{c}(M) \leq 2(1 - \frac{1}{b})c(S),$$

where $b$ is the number of leaves (vertices of degree 1) of $S$. Show that this bound is sharp.

6. Find a combinatorial 2-factor approximation algorithm for the Survivable Network Design Problem with $r_{ij} = k$ for all $i, j$ (i.e. the Minimum Weight $k$-Edge-Connected Subgraph Problem).

*Hint:* Replace each edge by a pair of oppositely directed edges (with the same weight) and apply either Exercise 24 of Chapter 13 or Theorem 6.17 directly.

(Khuller and Vishkin [1994])

*Note:* For more results for similar problems, see Khuller and Raghavachari [1996], Gabow [2003], Jothi, Raghavachari and Varadarajan [2003], and Gabow et al. [2005].

7. Show that in the special case of the Survivable Network Design Problem the fractional relaxation (20.6) can be formulated as a linear program of polynomial size.

8. Prove the following strengthening of Theorem 20.23: Given a proper function $g$ (by an oracle) and a set $F \subseteq E(G)$ almost satisfying $g$, the active sets with respect to $(g, F)$ can be computed in $O\left(k^2n^2 + n^2\theta\right)$ time, where $n = |V(G)|$, $k = \max_{S \subseteq V(G)} g(S)$, and $\theta$ is the time required by the oracle for $g$.

*Hint:* The idea is to stop the flow computations whenever the value of the maximum flow is at least $k$, because cuts with $k$ or more edges are not relevant here.

The Gomory-Hu Algorithm (see Section 8.6) is modified as follows. At each step, each vertex of the tree $T$ is a forest (instead of a subset of vertices). The edges of the forests correspond to maximum flow problems whose value is at least $k$. At each iteration of the modified Gomory-Hu Algorithm, we pick two vertices $s$ and $t$ of different connected components of the forest corresponding to one vertex of $T$. If the value of the maximum flow is at least $k$, we insert an edge $\{s, t\}$ into the forest. Otherwise we split the vertex as in the original Gomory-Hu procedure. We stop when all vertices of $T$ are trees. We finally replace each vertex in $T$ by its tree.
It is clear that the modified Gomory-Hu tree also satisfies the properties (20.8) and (20.9). If the flow computations are done by the **Ford-Fulkerson Algorithm**, stopping after the $k$-th augmenting path, then the $O(k^2n^2)$ bound can be achieved.

*Note:* This leads to an overall running time of $O(k^3n^3 + kn^3\Theta)$ of the **Primal-Dual Algorithm For Network Design**. (Gabow, Goemans and Williamson [1998])

9. Consider the **Survivable Network Design Problem**, which we have seen to be a special case of (20.1).
   (a) Consider a maximum spanning tree $T$ in the complete graph having cost $r_{ij}$ on edge $\{i, j\}$. Show that if a set of edges satisfies the connectivity requirements of the edges of $T$, then it satisfies all connectivity requirements.
   (b) When determining the active sets at the beginning of phase $p$, we only need to look for one augmenting $i$-$j$-path for each $\{i, j\} \in E(T)$ (we can use the $i$-$j$-flow of the preceding phase). If there is no augmenting $i$-$j$-path, then there are at most two candidates for active sets. Among those $O(n)$ candidates we can find the active sets in $O(n^2)$ time.
   (c) Show that updating these data structures can be done in $O(kn^2)$ total time per phase.
   (d) Conclude that the active sets can be computed in an overall running time of $O(k^2n^2)$.
   (Gabow, Goemans and Williamson [1998])

10. Show that the clean-up step 5 of the **Primal-Dual Algorithm For Network Design** is crucial: without 5, the algorithm does not even achieve any finite performance ratio for $k = 1$.

11. No algorithm for the **Minimum Weight T-Join Problem** with a better worst-case complexity than $O(n^3)$ for dense graphs (cf. Corollary 12.11) is known. Let $G$ be an undirected graph, $c : E(G) \to \mathbb{R}_+$ and $T \subseteq V(G)$ with $|T|$ even. Consider the integer linear program (20.1), where we set $f(S) := 1$ if $|S \cap T|$ is odd and $f(S) := 0$ otherwise.
   (a) Prove that our primal-dual algorithm applied to (20.1) returns a forest in which each connected component contains an even number of elements of $T$.
   (b) Prove that any optimum solution to (20.1) is a minimum weight $T$-join plus possibly some zero weight edges.
   (c) The primal-dual algorithm can be implemented in $O(n^2 \log n)$ time if $f(S) \in \{0, 1\}$ for all $S$. Show that this implies a 2-factor approximation algorithm for the **Minimum Weight T-Join Problem** with nonnegative weights, with the same running time.
   *Hint:* By (a), the algorithm returns a forest $F$. For each connected component $C$ of $F$ consider $\tilde{G}[V(C) \cap T]$ and find a tour whose weight is at most twice the weight of $C$ (cf. the proof of Theorem 20.6). Now take every
second edge of the tour. (A similar idea is the basis of Christofides’ 
Algorithm, see Section 21.1.)
(Goemans and Williamson [1995])

12. Find an optimum basic solution \( x \) for (20.12), where \( G \) is the Petersen graph 
(Figure 20.4) and \( f(S) = 1 \) for all \( 0 \neq S \subset V(G) \). Find a maximal laminar 
family \( B \) of tight sets with respect to \( x \) such that the vectors \( \chi_B, B \in B \), are 
linearly independent (cf. Lemma 20.32).

13. Prove that the optimum value of (20.12) can be arbitrarily close to half the 
value of an optimum integral solution.
Note: By Jain’s Algorithm (cf. the proof of Theorem 20.34) it cannot be 
less than half.
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21. The Traveling Salesman Problem

In Chapter 15 we introduced the Traveling Salesman Problem (TSP) and showed that it is NP-hard (Theorem 15.41). The TSP is perhaps the best studied NP-hard combinatorial optimization problem, and there are many techniques which have been applied. We start by discussing approximation algorithms in Sections 21.1 and 21.2. In practice, so-called local search algorithms (discussed in Section 21.3) find better solutions for large instances although they do not have a finite performance ratio.

We study the traveling salesman polytope (the convex hull of all tours in \(K_n\)) in Section 21.4. Using a cutting plane approach (cf. Section 5.5) combined with a branch-and-bound scheme one can solve TSP instances with several thousand cities optimally. We shall discuss this in Section 21.6 after we have shown how to obtain good lower bounds in Section 21.5. Note that all these ideas and techniques can also be applied to other combinatorial optimization problems. We present them with the TSP since this is a problem where these techniques have proved to be most effective.

We consider the symmetric TSP only, although the asymmetric traveling salesman problem (where the distance from \(i\) to \(j\) can be different to the distance from \(j\) to \(i\)) is also interesting.

21.1 Approximation Algorithms for the TSP

In this and the next section we investigate the approximability of the TSP. We start with the following negative result:

**Theorem 21.1.** (Sahni and Gonzalez [1976]) Unless \(P = NP\) there is no \(k\)-factor approximation algorithm for the TSP for any \(k \geq 1\).

**Proof:** Suppose there is a \(k\)-factor approximation algorithm \(A\) for the TSP. Then we prove that there is a polynomial-time algorithm for the Hamiltonian Circuit problem. Since the latter is NP-complete by Theorem 15.25, this implies \(P = NP\).

Given a graph \(G\), we construct an instance of the TSP with \(n = |V(G)|\) cities: the distances are defined as \(c : E(K_n) \to \mathbb{Z}_+\),

\[
c([i,j]) := \begin{cases} 
1 & \text{if } \{i,j\} \in E(G) \\
2 + (k - 1)n & \text{if } \{i,j\} \notin E(G).
\end{cases}
\]
Now we apply \( A \) to this instance. If the returned tour has length \( n \), then this tour is a Hamiltonian circuit in \( G \). Otherwise the returned tour has length at least
\[
(n + 1 + (k - 1)n = kn + 1, \text{ where } n := |V(G)|. \]
If \( \text{OPT}(K_n, c) \) is the length of the optimum tour, then
\[
\frac{kn + 1}{\text{OPT}(K_n, c)} \leq k \text{ since } A \text{ is a } k\text{-factor approximation algorithm.}
\]
Hence \( \text{OPT}(K_n, c) > n \), showing that \( G \) has no Hamiltonian circuit.

In most practical applications the distances of the TSP instances satisfy the triangle inequality:

<table>
<thead>
<tr>
<th>Metric TSP</th>
</tr>
</thead>
</table>
| **Instance:** A complete graph \( K_n \) with weights \( c : E(K_n) \to \mathbb{R}_+ \) such that \( c(\{x, y\}) + c(\{y, z\}) \geq c(\{x, z\}) \) for all \( x, y, z \in V(K_n) \).
| **Task:** Find a Hamiltonian circuit in \( K_n \) of minimum weight. |

In other words, \( (K_n, c) \) is its own metric closure.

**Theorem 21.2.** The Metric TSP is NP-hard.

**Proof:** Transformation from Hamiltonian Circuit as in the proof of Theorem 15.41.

One can immediately think of several heuristics to generate reasonably good solutions. One of the simplest is the so-called nearest neighbour heuristic: Given an instance \( (K_n, c) \) of the TSP, choose \( v_1 \in V(K_n) \) arbitrarily. Then for \( i = 2, \ldots, n \) choose \( v_i \) among \( V(K_n) \setminus \{v_1, \ldots, v_{i-1}\} \) such that \( c(\{v_{i-1}, v_i\}) \) is minimum. In other words, at each step the nearest unvisited city is chosen.

The nearest neighbour heuristic is not an approximation algorithm for the Metric TSP. For infinitely many \( n \) there are instances \( (K_n, c) \) for which the nearest neighbour heuristic returns a tour of length \( \frac{1}{3} \text{OPT}(K_n, c) \log n \) (Rosenkrantz, Stearns and Lewis [1977]). See also Hurkens and Woeginger [2004].

The rest of this section is devoted to approximation algorithms for the Metric TSP. These algorithms first construct a closed walk containing all vertices (but some vertices may be repeated). As the following lemma shows, this is sufficient if the triangle inequality holds.

**Lemma 21.3.** Given an instance \( (K_n, c) \) of the Metric TSP and a connected Eulerian graph \( G \) spanning \( V(K_n) \), possibly with parallel edges. Then we can construct a tour of weight at most \( c(E(G)) \) in linear time.

**Proof:** By Theorem 2.25 we can find an Eulerian walk in \( G \) in linear time. The order in which the vertices appear in this walk (we ignore all but the first occurrence of a vertex) defines a tour. The triangle inequality immediately implies that this tour is no longer than \( c(E(G)) \).

We have already encountered this idea when approximating the Steiner Tree Problem (Theorem 20.6).
21.1 Approximation Algorithms for the TSP

**Double-Tree Algorithm**

*Input:* An instance \((K_n, c)\) of the *Metric TSP.*  
*Output:* A tour.

1. Find a minimum weight spanning tree \(T\) in \(K_n\) with respect to \(c\).  
2. Let \(G\) be the graph containing two copies of each edge of \(T\). \(G\) satisfies the prerequisites of Lemma 21.3.  
   Construct a tour as in the proof of Lemma 21.3.

**Theorem 21.4.** The Double-Tree Algorithm is a 2-factor approximation algorithm for the Metric TSP. Its running time is \(O(n^2)\).

**Proof:** The running time follows from Theorem 6.5. We have \(c(E(T)) \leq \text{OPT}(K_n, c)\) since by deleting one edge of any tour we get a spanning tree. Therefore \(c(E(G)) = 2c(E(T)) \leq 2 \text{OPT}(K_n, c)\). The theorem now follows from Lemma 21.3. \(\square\)

For Euclidean instances one can find an optimum tour in the graph \(G\) in \(\mathcal{O}(n^3)\) time instead of applying Lemma 21.3 (Burkard, Deineko and Woeginger [1998]). The performance guarantee of the Double-Tree Algorithm is tight (Exercise 5). The best known approximation algorithm for the Metric TSP is due to Christofides [1976]:

**Christofides’ Algorithm**

*Input:* An instance \((K_n, c)\) of the *Metric TSP.*  
*Output:* A tour.

1. Find a minimum weight spanning tree \(T\) in \(K_n\) with respect to \(c\).  
2. Let \(W\) be the set of vertices having odd degree in \(T\).  
   Find a minimum weight \(W\)-join \(J\) in \(K_n\) with respect to \(c\).  
3. Let \(G := (V(K_n), E(T) \cup M)\). \(G\) satisfies the prerequisites of Lemma 21.3.  
   Construct a tour as in the proof of Lemma 21.3.

Because of the triangle inequality a minimum weight perfect matching in \(K_n[W]\) can be taken as \(J\) in (2).

**Theorem 21.5.** (Christofides [1976]) Christofides’ Algorithm is a \(\frac{3}{2}\)-factor approximation algorithm for the Metric TSP. Its running time is \(O(n^3)\).

**Proof:** The time bound is a consequence of Theorem 12.9. As in the proof of Theorem 21.4 we have \(c(E(T)) \leq \text{OPT}(K_n, c)\). Since each tour is the union of two \(W\)-joins we also have \(c(J) \leq \frac{1}{2} \text{OPT}(K_n, c)\). We conclude \(c(E(G)) = c(E(T)) + c(J) \leq \frac{3}{2} \text{OPT}(K_n, c)\), and the result follows from Lemma 21.3. \(\square\)
It is not known whether there is an approximation algorithm with a better performance ratio. On the other hand, there is the following negative result:

**Theorem 21.6.** (Papadimitriou and Yannakakis [1993]) The **Metric TSP** is MAXSNP-hard.

**Proof:** We describe an L-reduction from the **Minimum Vertex Cover Problem** for graphs with maximum degree 4 (which is MAXSNP-hard by Theorem 16.39) to the **Metric TSP**.

Given an undirected graph $G$ with maximum degree 4, we construct an instance $(H, c)$ of the **Metric TSP** as follows:

For each $e = \{v, w\} \in E(G)$ we introduce a subgraph $H_e$ of twelve vertices and 14 edges as shown in Figure 21.1. Four vertices of $H_e$ denoted by $(e, v, 1)$, $(e, v, 2)$, $(e, w, 1)$ and $(e, w, 2)$ have a special meaning. The graph $H_e$ has the property that it has a Hamiltonian path from $(e, v, 1)$ to $(e, v, 2)$ and another one from $(e, w, 1)$ to $(e, w, 2)$, but it has no Hamiltonian path from $(e, v, i)$ to $(e, w, j)$ for any $i, j \in \{1, 2\}$.

Now $H$ is the complete graph on the vertex set $V(H) := \bigcup_{e \in E(G)} V(H_e)$. For $[x, y] \in E(H)$ we set

$$c([x, y]) := \begin{cases} 
1 & \text{if } [x, y] \in E(H_e) \text{ for some } e \in E(G); \\
\text{dist}_{H_e}(x, y) & \text{if } x, y \in V(H_e) \text{ for some } e \in E(G) \text{ but } [x, y] \notin E(H_e); \\
4 & \text{if } x = (e, v, i) \text{ and } y = (f, v, j) \text{ with } e \neq f; \\
5 & \text{otherwise.}
\end{cases}$$

This construction is illustrated by Figure 21.2 (only edges of length 1 or 4 are shown).

$(H, c)$ is an instance of the **Metric TSP**. We claim that it has the following properties:

(a) For each vertex cover $X$ of $G$ there is a tour of length $15|E(G)| + |X|$.

(b) Given any tour $T$, one can construct another tour $T'$ in polynomial time which is at most as long and contains a Hamiltonian path of each subgraph $H_e$ ($e \in E(G)$).
(c) Given a tour of length $15|E(G)| + k$, we can construct a vertex cover of cardinality $k$ in $G$ in polynomial time.

(a) and (c) imply that we have an L-reduction, because the optimum tour length is $15|E(G)| + \tau(G) \leq 15(4\tau(G)) + \tau(G)$ as $G$ has maximum degree 4.

To prove (a), let $X$ be a vertex cover of $G$, and let $(E_x)_{x \in X}$ be a partition of $E(G)$ with $E_x \subseteq \delta(x)$ ($x \in X$). Then for each $x \in X$ the subgraph induced by $\bigcup_{e \in E_x} V(H_e)$ obviously contains a Hamiltonian path with $11|E_x|$ edges of length 1 and $|E_x| - 1$ edges of length 4. Adding $|X|$ edges to the union of these Hamiltonian paths yields a tour with only $|X|$ length 5 edges, $|E(G)| - |X|$ length 4 edges and $11|E(G)|$ length 1 edges.

To prove (b), let $T$ be any tour and $e \in E(G)$ such that $T$ does not contain a Hamiltonian path in $H_e$. Let $\{x, y\} \in E(T)$, $x \notin V(H_e)$, $y \in V(H_e)$, and let $z$ be the first vertex outside $V(H_e)$ when traversing $T$ from $y$ without passing $x$. Then we delete the piece of the tour between $x$ and $z$ and replace it by $\{x, (e, v, 1)\}$, a Hamiltonian path in $H_e$ from $(e, v, 1)$ to $(e, v, 2)$, and the edge $\{(e, v, 2), z\}$ (where $v \in e$ is chosen arbitrarily). At all other places where $T$ contains vertices of $H_e$ we shortcut $T$. We claim that the resulting tour $T'$ is not longer than $T$.

First suppose that $k := |\delta_T(V(H_e))| \geq 4$. Then the total weight of the edges incident to $V(H_e)$ in $T$ is at least $4k + (12 - \frac{k}{2})$. In $T'$ the total weight of the edges incident to $V(H_e)$ is at most $5 + 5 + 11$, and we have added another $\frac{k}{2} - 1$ edges by shortcutting. Since $5 + 5 + 11 + 5(\frac{k}{2} - 1) \leq 4k + (12 - \frac{k}{2})$, the tour has not become longer.

Now suppose that $|\delta_T(V(H_e))| = 2$ but $T$ contains an edge $\{x, y\}$ with $x, y \in V(H_e)$ but $\{x, y\} \notin E(H_e)$. Then the total length of the edges of $T$ incident to $V(H_e)$ is at least 21, as can be checked by inspection. Since in $T'$ the total length of the edges incident to $V(H_e)$ is at most $5 + 5 + 11 = 21$, the tour has not become longer.

We finally prove (c). Let $T$ be a tour of length $15|E(G)| + k$, for some $k$. By (b) we may assume that $T$ contains a Hamiltonian path of each $H_e$ ($e \in E(G)$), say from $(e, v, 1)$ to $(e, v, 2)$; here we set $v(e) := v$. Then $X := \{v(e) : e \in E(G)\}$ is a vertex cover of $G$. Since $T$ contains exactly $11|E(G)|$ edges of length 1, $|E(G)|$ edges of length 4 or 5, and at least $|X|$ edges of length 5, we conclude that $|X| \leq k$. □
So by Corollary 16.33 an approximation scheme cannot exist unless $P = NP$. Papadimitriou and Vempala [2000] showed that even the existence of a $\frac{129}{128}$-factor approximation algorithm would imply $P = NP$.

Papadimitriou and Yannakakis [1993] proved that the problem remains MAXSNP-hard even if all weights are 1 or 2. For this special case they give a $\frac{7}{6}$-factor approximation algorithm.

### 21.2 Euclidean TSPs

In this section we consider the TSP for Euclidean instances.

**Euclidean TSP**

**Instance:** A finite set $V \subseteq \mathbb{R}^2$, $|V| \geq 3$.

**Task:** Find a Hamiltonian circuit $T$ in the complete graph on $V$ such that the total length $\sum_{\{v,w\} \in E(T)} ||v - w||_2$ is minimum.

Here $||v - w||_2$ denotes the Euclidean distance between $v$ and $w$. We often identify an edge with the straight line segment joining its endpoints. Every optimum tour can thus be regarded as a polygon (it cannot cross itself).

The Euclidean TSP is evidently a special case of the Metric TSP, and it is also strongly NP-hard (Garey, Graham and Johnson [1976], Papadimitriou [1977]). However, one can make use of the geometric nature as follows:

Suppose we have a set of $n$ points in the unit square, partition it by a regular grid such that each region contains few points, find an optimum tour within each region and then patch the subtours together. This method has been proposed by Karp [1977] who showed that it leads to $(1 + \epsilon)$-approximate solutions on almost all randomly generated instances in the unit square. Arora [1998] developed this further and found an approximation scheme for the Euclidean TSP, which we present in this section. A similar approximation scheme has been proposed by Mitchell [1999].

Let $0 < \epsilon < 1$ be fixed throughout this section. We show how to find in polynomial time a tour whose length exceeds the length of an optimal tour by a factor of at most $1 + \epsilon$. We begin by rounding the coordinates:

**Definition 21.7.** An instance $V \subseteq \mathbb{R}^2$ of the Euclidean TSP is called well-rounded if the following conditions hold:

(a) for all $(v_x, v_y) \in V$, $v_x$ and $v_y$ are odd integers;
(b) $\max_{v,w \in V} ||v - w||_2 \leq \frac{64\epsilon}{\epsilon^2} + 16$, where $n := |V|$;
(c) $\min_{v,w \in V} ||v - w||_2 \geq 8$.

The following result says that it is sufficient to deal with well-rounded instances:
Proposition 21.8. Suppose there is an approximation scheme for the Euclidean TSP restricted to well-rounded instances. Then there is an approximation scheme for the general Euclidean TSP.

Proof: Let $V \subseteq \mathbb{R}^2$ be a finite set and $n := |V| \geq 3$. Define $L := \max_{v, w \in V} ||v - w||_2$, and let

$$V' := \left\{ \left( 1 + 8 \left\lfloor \frac{8n}{\epsilon L} v_x \right\rfloor, 1 + 8 \left\lfloor \frac{8n}{\epsilon L} v_y \right\rfloor \right) : (v_x, v_y) \in V \right\}.$$

$V'$ may contain fewer elements than $V$. Since the maximum distance within $V'$ is at most $\frac{64n}{\epsilon} + 16$, $V'$ is well-rounded. We run the approximation scheme (which we assume to exist) for $V'$ and $\frac{\epsilon}{2}$ and obtain a tour whose length $l'$ is at most $(1 + \frac{\epsilon}{2}) \text{OPT}(V')$.

From this tour we construct a tour for the original instance $V$ in a straightforward way. The length $l$ of this tour is no more than $(\frac{l'}{8} + 2n) \frac{\epsilon L}{8n}$. Furthermore,

$$\text{OPT}(V') \leq 8 \left( \frac{8n}{\epsilon L} \text{OPT}(V) + 2n \right).$$

Altogether we have

$$l \leq \frac{\epsilon L}{8n} \left( 2n + \left(1 + \frac{\epsilon}{2}\right) \left( \frac{8n}{\epsilon L} \text{OPT}(V) + 2n \right) \right) = \left(1 + \frac{\epsilon}{2}\right) \text{OPT}(V) + \frac{\epsilon L}{2} + \frac{\epsilon^2 L}{8}.$$

Since $\text{OPT}(V) \geq 2L$, we conclude that $l \leq (1 + \epsilon) \text{OPT}(V)$. \hfill \Box

So from now on we shall deal with well-rounded instances only. W.l.o.g. let all coordinates be within the square $[0, 2^N] \times [0, 2^N]$, where $N := \lceil \log L \rceil + 1$ and $L = \max_{v, w \in V} ||v - w||_2$. Now we partition the square successively by a regular grid: for $i = 1, \ldots, N - 1$ let $G_i := X_i \cup Y_i$, where

$$X_i := \left\{ \left( (0, k2^{N-i}), (2^N, k2^{N-i}) \right) : k = 0, \ldots, 2^i - 1 \right\},$$

$$Y_i := \left\{ \left( (j2^{N-i}, 0), (j2^{N-i}, 2^N) \right) : j = 0, \ldots, 2^i - 1 \right\}.$$

(The notation $[(x, y), (x', y')]$ denotes the line segment between $(x, y)$ and $(x', y')$.)

More precisely, we consider shifted grids: Let $a, b \in \{0, 2, \ldots, 2^N - 2\}$ be even integers. For $i = 1, \ldots, N - 1$ let $G_i^{(a, b)} := X_i^{(b)} \cup Y_i^{(a)}$, where

$$X_i^{(b)} := \left\{ \left( (0, (b + k2^{N-i}) \text{ mod } 2^N), (2^N, (b + k2^{N-i}) \text{ mod } 2^N) \right) : k = 0, \ldots, 2^i - 1 \right\},$$

$$Y_i^{(a)} := \left\{ \left( ((a + j2^{N-i}) \text{ mod } 2^N, 0), ((a + j2^{N-i}) \text{ mod } 2^N, 2^N) \right) : j = 0, \ldots, 2^i - 1 \right\}.$$
(x mod y denotes the unique number z with 0 ≤ z < y and \(\frac{x-z}{y} \in \mathbb{Z}\).) Note that \(G_{N-1} = G_{N-1}^{(a,b)}\) does not depend on a or b.

A line \(l\) is said to be at level 1 if \(l \in G_1^{(a,b)}\), and at level \(i\) if \(l \in G_i^{(a,b)} \setminus G_{i-1}^{(a,b)}\) \((i = 2, \ldots, N-1)\). See Figure 21.3, where thicker lines are at smaller levels. The regions of the grid \(G_i^{(a,b)}\) are the sets

\[
\{ (x, y) \in [0, 2^N) \times [0, 2^N) : (x - a - j2^{N-i}) \mod 2^N < 2^{N-i}, \]
\[
(y - b - k2^{N-i}) \mod 2^N < 2^{N-i} \}
\]

for \(j, k \in \{0, \ldots, 2^i - 1\}\). For \(i < N-1\), some of the regions may be disconnected and consist of two or four rectangles. Since all lines are defined by even coordinates, no line contains a point of our well-rounded Euclidean TSP instance. Furthermore, each region of \(G_{N-1}\) contains at most one point, for any \(a, b\).

For a polygon \(T\) and a line \(l\) of \(G_{N-1}\) we shall again denote by \(cr(T, l)\) the number of times \(T\) crosses \(l\). The following proposition will prove useful:

**Proposition 21.9.** For an optimum tour \(T\) of a well-rounded instance \(V\) of the Euclidean TSP, \(\sum_{l \in G_{N-1}} cr(T, l) \leq \text{OPT}(V)\).

**Proof:** Consider an edge of \(T\) of length \(s\), with horizontal part \(x\) and vertical part \(y\). The edge crosses lines of \(G_{N-1}\) at most \(\frac{s}{2} + 1 + \frac{y}{2} + 1\) times. Since \(x + y \leq \sqrt{2}s\) and \(s \geq 8\) (the instance is well-rounded), the edge crosses lines of \(G_{N-1}\) at most \(\sqrt{2}s + 2 \leq s\) times. Summing over all edges of \(T\) yields the stated inequality. \(\square\)

Set \(C := 7 + \lceil \frac{36}{\epsilon} \rceil\) and \(P := N \lceil \frac{\sqrt{2}}{\epsilon} \rceil\). For each line we now define **portals**: if \(l = [(0, (b + k2^{N-i}) \mod 2^N), (2^N, (b + k2^{N-i}) \mod 2^N)]\) is a horizontal line at level \(i\), we define the set of its portals to be
\[
\left\{(a + \frac{h}{P}2^{N-i}, (b + k2^{N-i}) \mod 2^N) : h = 0, \ldots, P2^i\right\}.
\]

Similarly for vertical lines.

**Definition 21.10.** Let \( V \subseteq [0, 2^N] \times [0, 2^N] \) be a well-rounded instance of the Euclidean TSP. Let \( a, b \in \{0, 2, \ldots, 2^N - 2\} \) be given, and let the shifted grids, \( C, P, \) and the portals be defined as above. A **Steiner tour** is a closed walk of straight line segments containing \( V \) such that its intersection with each line of the grids is a subset of portals. A Steiner tour is **light** if for each \( i \) and for each region of \( G_i^{(a,b)} \), the tour crosses each edge of the region at most \( C \) times.

Note that Steiner tours are not necessarily polygons; they may cross themselves. To make a Steiner tour light we shall make frequent use of the following Patching Lemma:

**Lemma 21.11.** Let \( V \subset \mathbb{R}^2 \) be an Euclidean TSP instance and \( T \) a tour for \( V \). Let \( l \) be a segment of length \( s \) of a line not containing any point in \( V \). Then there exists a tour for \( V \) whose length exceeds the length of \( T \) by at most \( 6s \) and which crosses \( l \) at most twice.

**Proof:** For clearer exposition, assume \( l \) to be a vertical line segment. Suppose \( T \) crosses \( l \) exactly \( k \) times, say with edges \( e_1, \ldots, e_k \). Let \( k \geq 3 \); otherwise the assertion is trivial. We subdivide each of \( e_1, \ldots, e_k \) by two new vertices without increasing the tour length. In other words, we replace \( e_i \) by a path of length 3 with two new inner vertices \( p_i, q_i \in \mathbb{R}^2 \) very close to \( l \), where \( p_i \) is to the left of \( l \) and \( q_i \) is to the right of \( l \) (\( i = 1, \ldots, k \)). Let the resulting tour be \( T' \).

Let \( t := \lfloor \frac{k-1}{2} \rfloor \) (then \( k - 2 \leq 2t \leq k - 1 \)), and let \( T'' \) result from \( T' \) by deleting the edges \( \{p_1, q_1\}, \ldots, \{p_{2t}, q_{2t}\} \).

Let \( P \) consist of a shortest tour through \( p_1, \ldots, p_k \) plus a minimum cost perfect matching of \( p_1, \ldots, p_{2t} \). Analogously, let \( Q \) consist of a shortest tour through \( q_1, \ldots, q_k \) plus a minimum cost perfect matching of \( q_1, \ldots, q_{2t} \). The total length of the edges is at most \( 3s \) in each of \( P \) and \( Q \).

Then \( T'' + P + Q \) crosses \( l \) at most \( k - 2t \leq 2 \) times, and is connected and Eulerian. We now proceed as in Lemma 21.3. By Euler’s Theorem 2.24 there exists an Eulerian walk in \( T'' + P + Q \). By shortcutting paths this can be converted to a tour for \( V \), without increasing the length or the number of crossings with \( l \).

The following theorem is the main basis of the algorithm:

**Theorem 21.12.** (Arora [1998]) Let \( V \subseteq [0, 2^N] \times [0, 2^N] \) be a well-rounded instance of the Euclidean TSP. If \( a \) and \( b \) are randomly chosen out of \( \{0, 2, \ldots, 2^N - 2\} \), then with probability at least \( \frac{1}{2} \) a light Steiner tour exists whose length is at most \( (1 + \epsilon) \text{OPT}(V) \).

**Proof:** Let \( T \) be an optimum tour for \( V \). We introduce Steiner points whenever the tour crosses a line.
Now all the Steiner points are moved to portals. The nearest portal from a Steiner point on a line on level $i$ can be as far away as $\frac{2^{N+1}}{P}$. Since a line $l$ is at level $i$ with probability $p(l, i) := \left\{ \begin{array}{ll} 2^{i-N} & \text{if } i > 1 \\ 2^{2-N} & \text{if } i = 1 \end{array} \right.$, the expected total tour length increase by moving all Steiner points at $l$ to portals is at most

$$
\sum_{i=1}^{N-1} p(l, i) cr(T, l) 2^{2^{N-i-1}} = N cr(T, l) \frac{2^{N-i-1}}{P}
$$

Now we modify the Steiner tour so that it becomes light. Consider the following procedure:

**For $i := N - 1$ down to 1 do:**

Apply the Patching Lemma 21.11 to each segment of a horizontal line of $G_l^{(a, b)}$, i.e. for $j, k \in \{0, \ldots, 2^i - 1\}$ each line between 

$$
((a + j2^{N-i}) \mod 2^N, (b + k2^{N-i}) \mod 2^N)
$$

and

$$
((a + (j + 1)2^{N-i}) \mod 2^N, (b + k2^{N-i}) \mod 2^N),
$$

which is crossed more than $C - 4$ times.

Apply the Patching Lemma 21.11 to each segment of a vertical line of $G_l^{(a, b)}$, i.e. for $j, k \in \{0, \ldots, 2^i - 1\}$ each line between

$$
((a + j2^{N-i}) \mod 2^N, (b + k2^{N-i}) \mod 2^N)
$$

and

$$
((a + j2^{N-i}) \mod 2^N, (b + (k + 1)2^{N-i}) \mod 2^N),
$$

which is crossed more than $C - 4$ times.

Two remarks must be made. A segment of a horizontal or vertical line can consist of two separate parts. In this case the Patching Lemma is applied to each part, so the total number of crossings afterwards may be 4.

Furthermore, observe that the application of the Patching Lemma to a vertical line segment $l$ in iteration $i$ may introduce new crossings (Steiner points) on a horizontal line segment which has one endpoint on $l$. These new crossings are at portals and will not be considered anymore in subsequent iterations of the above procedure, because they are on lines of higher level.

For each line $l$, the number of applications of the Patching Lemma to $l$ is at most $\frac{cr(T, l)}{C - 7}$, since each time the number of crossings decreases by at least $C - 7$ (at least $C - 3$ crossings are replaced by at most 4). For a line $l$, let $c(l, i, a, b)$ be the total number of times the Patching Lemma is applied to $l$ at iteration $i$ of the above procedure. Note that $c(l, i, a, b)$ is independent of the level of $l$ as long as it is at most $i$.

Then the total increase in tour length due to applications of the Patching Lemma to line $l$ is $\sum_{i \geq \text{level}(l)} c(l, i, a, b) \cdot 6 \cdot 2^{N-i}$. Furthermore, $\sum_{i \geq \text{level}(l)} c(l, i, a, b) \leq \frac{cr(T, l)}{C - 7}$.

Since $l$ is at level $j$ with probability $p(l, j)$, the expected total increase in tour length by the above procedure is at most

$$
\sum_{j=1}^{N-1} p(l, j) \sum_{i \geq j} c(l, i, a, b) \cdot 6 \cdot 2^{N-i} = 6 \sum_{i=1}^{N-1} c(l, i, a, b) 2^{N-i} \sum_{j=1}^{i} p(l, j)
$$
After the above procedure, each line segment (and therefore each edge of a region) is crossed by the tour at most \( C - 4 \) times, not counting the new crossings introduced by the procedure (see the remark above). These additional crossings are all at one of the endpoints of the line segments. But if a tour crosses three or more times through the same point, two of the crossings can be removed without increasing the tour length or introducing any additional crossings. (Removing two out of three parallel edges of a connected Eulerian graph results in a connected Eulerian graph.) So we have at most four additional crossings for each edge of each region (at most two for each endpoint), and the tour is indeed light.

So – using Proposition 21.9 – the expectation of the total tour length increase is at most

\[
\sum_{l \in G_{N-1}} N \frac{cr(T, l)}{P} + \sum_{l \in G_{N-1}} \frac{12cr(T, l)}{C - 7} \leq OPT(V) \left( \frac{N}{P} + \frac{12}{C - 7} \right) \leq OPT(V) \frac{\epsilon}{2}.
\]

Hence the probability that the tour length increase is at most \( OPT(V) \epsilon \) must be at least \( \frac{1}{2} \).

With this theorem we can finally describe Arora’s Algorithm. The idea is to enumerate all light Steiner tours, using dynamic programming. A subproblem consists of a region \( r \) of a grid \( G_{i}^{(a, b)} \) with \( 1 \leq i \leq N - 1 \), a set \( A \) of even cardinality, each element of which is assigned to a portal on one of the edges of \( r \) (such that no more than \( C \) elements are assigned to each edge), and a perfect matching \( M \) of the complete graph on \( A \). So for each region, we have less than \((P + 2)^{4C} (4C)!\) subproblems (up to renaming the elements of \( A \)). A solution to such a subproblem is a set of \( |M| \) paths \( \{P_e : e \in M\} \) which form the intersection of some light Steiner tour for \( V \) with \( r \), such that \( P_{\{v, w\}} \) has the endpoints \( v \) and \( w \), and each point of \( V \cap r \) belongs to exactly one of the paths. A solution is optimum if the total length of the paths is shortest possible.

**ARORA’S ALGORITHM**

**Input:** A well-rounded instance \( V \subseteq [0, 2^N] \times [0, 2^N] \) of the Euclidean TSP. A number \( 0 < \epsilon < 1 \).

**Output:** A tour which is optimal up to a factor of \((1 + \epsilon)\).

1. Choose \( a \) and \( b \) randomly out of \( \{0, 2, \ldots, 2^N - 2\} \).
   Set \( R_0 := \{([0, 2^N] \times [0, 2^N], V)\} \).

2. For \( i := 1 \) to \( N - 1 \) do:
   Construct \( G_{i}^{(a, b)} \). Set \( R_i := \emptyset \).
   For each \( (r, V_r) \in R_{i-1} \) for which \( |V_r| \geq 2 \) do:
   Construct the four regions \( r_1, r_2, r_3, r_4 \) of \( G_{i}^{(a, b)} \) with \( r_1 \cup r_2 \cup r_3 \cup r_4 = r \) and add \( (r_j, V_r \cap r_j) \) to \( R_i \) \((j = 1, 2, 3, 4)\).
For $i := N - 1$ down to 1 do:

For each region $r \in R_i$ do: Solve all its subproblems optimally.

If $|V_r| \leq 1$ then this is done directly,

else the already computed optimum solutions of the
subproblems for the four subregions are used.

Compute an optimum light Steiner tour for $V$ using the optimum solutions
of the subproblems for the four subregions.

Remove the Steiner points to obtain a tour which is no longer.

Theorem 21.13. Arora’s Algorithm finds a tour which is, with probability at
least $\frac{1}{2}$, no longer than $(1 + \epsilon) \text{OPT}(V)$. The running time is $O(n(\log n)^c)$ for a
constant $c$ (depending linearly on $\frac{1}{\epsilon}$).

Proof: The algorithm chooses $a$ and $b$ randomly and then computes an optimum
light Steiner tour. By Theorem 21.12, this is no longer than $(1 + \epsilon) \text{OPT}(V)$ with
probability at least $\frac{1}{2}$. The final removal of the Steiner points can only make the
tour shorter.

To estimate the running time, consider the tree of regions: the root is the region
in $R_0$, and each region $r \in R_i$ has 0 or 4 children (subregions in $R_{i+1}$). Let $S$ be
the set of vertices in this tree that have 4 children which are all leaves. Since the
interiors of these regions are disjoint and each contains at least two points of $V$,
we have $|S| \leq \frac{n}{2}$. Since each vertex of the tree is either a leaf or a predecessor of
at least one vertex in $S$, we have at most $N\frac{n}{2}$ vertices that are not leaves and thus
at most $\frac{5}{2}Nn$ vertices altogether.

For each region, at most $(P + 2)^{4C}(4C)!$ subproblems arise. Subproblems cor-
responding to regions with at most one point can be solved directly in $O(C)$ time.
For other subproblems, all possible multisets of portals on the four edges between
the subregions and all possible orders in which the portals can be traversed, are
considered. All these at most $(P + 2)^{4C}(8C)!$ possibilities can then be evaluated
in constant time using the stored solutions of the subproblems.

So for all subproblems of one region, the running time is $O((P + 2)^{8C}(4C)!$
$(8C)!)$. Observe that this also holds for disconnected regions: since the tour may
not go from one connected component of a region to another, the problem can
only become easier.

Since at most $\frac{5}{2}Nn$ regions are considered, $N = O\left(\log \frac{n}{\epsilon}\right)$ (the instance is
well-rounded), $C = O\left(\frac{1}{\epsilon}\right)$ and $P = O\left(\frac{n}{\epsilon}\right)$, we obtain an overall running time of

$$O\left(n \log \frac{n}{\epsilon} (P + 2)^{8C}(8C)^{12C}\right) = O\left(n(\log n)^{O(\frac{1}{\epsilon})} O\left(\frac{1}{\epsilon}\right)^{O(\frac{1}{\epsilon})}\right).$$

Of course, Arora’s Algorithm can easily be derandomized by trying all
possible values of $a$ and $b$. This adds a factor of $O\left(\frac{n^2}{\epsilon^2}\right)$ to the running time. We
conclude:
Corollary 21.14. There is an approximation scheme for the Euclidean TSP. For each fixed $\epsilon > 0$, a $(1 + \epsilon)$-approximate solution can be determined in $O(n^3(\log n)^c)$ time for some constant $c$. □

Rao and Smith [1998] improved the running time to $O(n \log n)$ for each fixed $\epsilon > 0$. However, the constants involved are still quite large for reasonable values of $\epsilon$, and thus the practical value seems to be limited.

21.3 Local Search

In general, the most successful technique for obtaining good solutions for TSP instances in practice is local search. The idea is as follows. We start with any tour found by some heuristic. Then we try to improve our solution by certain “local” modifications. For example, we could cut our tour into two pieces by deleting two edges and then join the pieces to a different tour.

Local search is an algorithmic principle rather than an algorithm. In particular, two decisions must be made in advance:

– Which are the modifications allowed, i.e. how is the neighbourhood of a solution defined?
– When do we actually modify our solution? (One possibility here is to allow improvements only.)

To give a concrete example, we describe the well-known $k$-Opt Algorithm for the TSP. Let $k \geq 2$ be a fixed integer.

**$k$-Opt Algorithm**

*Input:* An instance $(K_n, c)$ of the TSP.

*Output:* A tour.

1. Let $T$ be any tour.
2. Let $S$ be the family of $k$-element subsets of $E(T)$.
3. For all $S \in S$ and all tours $T'$ with $E(T') \supseteq E(T) \setminus S$ do:
   If $c(E(T')) < c(E(T))$ then set $T := T'$ and go to (2).
4. Stop.

A tour is called $k$-opt if it cannot be improved by the $k$-Opt Algorithm. For any fixed $k$ there are TSP instances and $k$-opt tours that are not $(k + 1)$-opt. For example, the tour shown in Figure 21.4 is 2-opt but not 3-opt (with respect to Euclidean distances). It can be improved by exchanging three edges (the tour $(a, b, e, c, d, a)$ is optimum).

The tour shown on the right-hand side of Figure 21.5 is 3-opt with respect to the weights shown on the left-hand side. Edges not shown have weight 4. However,
a 4-exchange immediately produces the optimum solution. Note that the triangle inequality holds.

Indeed, the situation is much worse: a tour produced by the $k$-Opt Algorithm for an $n$-city instance can be longer than the optimum tour by a factor of $\frac{1}{2}n^{\frac{k}{2}}$ (for all $k$ and infinitely many $n$). On the other hand a 2-opt tour is never worse than $4\sqrt{n}$ times the optimum. However, the worst-case running time of the $k$-Opt Algorithm is exponential for all $k$. All these results are due to Chandra, Karloff and Tovey [1999].

Another question is how to choose $k$ in advance. Of course, instances $(K_n, c)$ are solved optimally by the $k$-Opt Algorithm with $k = n$, but the running time grows exponentially in $k$. Often $k = 3$ is a good choice. Lin and Kernighan [1973] proposed an effective heuristic where $k$ is not fixed but rather determined by the algorithm. Their idea is based on the following concept:

**Definition 21.15.** Given an instance $(K_n, c)$ of the TSP and a tour $T$. An alternating walk is a sequence of vertices (cities) $P = (x_0, x_1, \ldots, x_{2m})$ such that $\{x_i, x_{i+1}\} \notin \{x_j, x_{j+1}\}$ for all $0 \leq i < j < 2m$, and for $i = 0, \ldots, 2m - 1$ we have $\{x_i, x_{i+1}\} \in E(T)$ if and only if $i$ is even. $P$ is closed if in addition $x_0 = x_{2m}$.

The gain of $P$ is defined by
\[ g(P) := \sum_{i=0}^{m-1} (c(\{x_{2i}, x_{2i+1}\}) - c(\{x_{2i+1}, x_{2i+2}\})). \]

\( P \) is called proper if \( g((x_0, \ldots, x_{2i})) > 0 \) for all \( i \in \{1, \ldots, m\} \). We use the abbreviation \( E(P) = \{[x_i, x_{i+1}] : i = 0, \ldots, 2m - 1\} \).

Note that vertices may occur more than once in an alternating walk. In the example shown in Figure 21.4, \((a, e, b, c, e, d, a)\) is a proper closed alternating walk. Given a tour \( T \), we are of course interested in those closed alternating walks \( P \) for which \( E(T) \triangle E(P) \) again defines a tour.

**Lemma 21.16.** (Lin and Kernighan [1973]) If there is a closed alternating walk \( P \) with \( g(P) > 0 \), then

(a) \( c(E(T) \triangle E(P)) = c(E(T)) - g(P) \);

(b) there is a proper closed alternating walk \( Q \) with \( E(Q) = E(P) \).

**Proof:** Part (a) follows from the definition. To see (b), let \( P = (x_0, x_1, \ldots, x_{2m}), \) and let \( k \) be the largest index for which \( g((x_0, \ldots, x_{2k})) \) is minimum. We claim that \( Q := (x_{2k}, x_{2k+1}, \ldots, x_{2m-1}, x_0, x_1, \ldots, x_{2k}) \) is proper. For \( i = k + 1, \ldots, m \) we have

\[ g((x_{2k}, x_{2k+1}, \ldots, x_{2i})) = g((x_0, x_1, \ldots, x_{2i})) - g((x_0, x_1, \ldots, x_{2k})) > 0 \]

by definition of \( k \). For \( i = 1, \ldots, k \) we have

\[
\begin{align*}
g((x_{2k}, x_{2k+1}, \ldots, x_{2m-1}, x_0, x_1, \ldots, x_{2i})) &= g((x_{2k}, x_{2k+1}, \ldots, x_{2m})) + g((x_0, x_1, \ldots, x_{2i})) \\
&\geq g((x_{2k}, x_{2k+1}, \ldots, x_{2m})) + g((x_0, x_1, \ldots, x_{2k})) \\
&= g(P) > 0,
\end{align*}
\]

again by definition of \( k \). So \( Q \) is indeed proper. \( \square \)

We now go ahead with the description of the algorithm. Given any tour \( T \), it looks for a proper closed alternating walk \( P \) and then iterates with \((V(T), E(T) \triangle E(P))\). At each iteration it exhaustively checks all possibilities until some proper closed alternating walk is found, or until one of the two parameters \( p_1 \) and \( p_2 \) prevent it from doing so. See also Figure 21.6 for an illustration.

**Lin-Kernighan Algorithm**

**Input:** An instance \((K_n, c)\) of the TSP. Two parameters \( p_1 \in \mathbb{N} \) (backtracking depth) and \( p_2 \in \mathbb{N} \) (infeasibility depth).

**Output:** A tour \( T \).

1. Let \( T \) be any tour.
2. Set \( X_0 := V(K_n), i := 0 \) and \( g^* := 0 \).
3. If $X_i = \emptyset$ and $g^* > 0$ then:
   Set $T := (V(T), E(T) \triangle E(P^*))$ and go to 2.
If $X_i = \emptyset$ and $g^* = 0$ then:
   Set $i := \min(i - 1, p_1)$. If $i < 0$ then stop, else go to 3.

4. Choose $x_i \in X_i$ and set $X_i := X_i \setminus \{x_i\}$.
   If $i$ is odd, $i \geq 3$, $(V(T), E(T) \triangle E((x_0, x_1, \ldots, x_{i-1}, x_i, x_0)))$ is a tour
   and $g((x_0, x_1, \ldots, x_{i-1}, x_i, x_0)) > g^*$ then:
   Set $P^* := (x_0, x_1, \ldots, x_{i-1}, x_i, x_0)$ and $g^* := g(P^*)$.

5. If $i$ is odd then:
   Set $X_{i+1} := \{x \in V(K_n) \setminus \{x_0, x_i\} : \{x_i, x\} \notin E(T) \cup E((x_0, x_1, \ldots, x_{i-1})),$
   $g((x_0, x_1, \ldots, x_{i-1}, x_i, x)) > g^*\}$.
   If $i$ is even and $i \leq p_2$ then:
   Set $X_{i+1} := \{x \in V(K_n) : \{x_i, x\} \in E(T) \setminus E((x_0, x_1, \ldots, x_i))\}$.
   If $i$ is even and $i > p_2$ then:
   Set $X_{i+1} := \{x \in V(K_n) : \{x_i, x\} \in E(T) \setminus E((x_0, x_1, \ldots, x_i)),$
   $g((x_0, x_1, \ldots, x_i, x)) \notin E(T) \cup E((x_0, x_1, \ldots, x_i)),$
   $(V(T), E(T) \triangle E((x_0, x_1, \ldots, x_i, x, x_0)))$ is a tour\}.
   Set $i := i + 1$. Go to 3.

Lin and Kernighan have proposed the parameters $p_1 = 5$ and $p_2 = 2$. These
are the smallest values which guarantee that the algorithm finds a favourable 3-
exchange:

**Theorem 21.17.** (Lin and Kernighan [1973]) The LIN-KERNIGHAN ALGORITHM
(a) for $p_1 = \infty$ and $p_2 = \infty$ finds a proper closed alternating walk $P$ such that
$(V(T), E(T) \triangle E(P))$ is a tour, if one exists.
(b) for $p_1 = 5$ and $p_2 = 2$ returns a tour which is 3-opt.
**Proof:** Let $T$ be the tour the algorithm ends with. Then $g^*$ must have been zero all the time since the last tour change. This implies that, in the case $p_1 = p_2 = \infty$, the algorithm has completely enumerated all proper alternating walks. In particular, (a) holds.

In the case $p_1 = 5$ and $p_2 = 2$, the algorithm has at least enumerated all proper closed alternating walks of length 4 or 6. Suppose there exists a favourable 2-exchange or 3-exchange resulting in a tour $T'$. Then the edges $E(T) \triangle E(T')$ form a closed alternating walk $P$ with at most six edges and $g(P) > 0$. By Lemma 21.16, $P$ is w.l.o.g. proper and the algorithm would have found it. This proves (b).

We should remark that this procedure has no chance of finding a “non-sequential” exchange such as the 4-exchange shown in Figure 21.5. In this example the tour cannot be improved by the **Lin-Kernighan Algorithm**, but a (non-sequential) 4-exchange would provide the optimum solution.

So a refinement of the **Lin-Kernighan Algorithm** could be as follows. If the algorithm stops, we try (by some heuristics) to find a favourable non-sequential 4-exchange. If we are successful, we continue with the new tour, otherwise we give up.

The **Lin-Kernighan Algorithm** is far more effective than e.g. the 3-**Opt Algorithm**. While being at least as good (and usually much better), the expected running time (with $p_1 = 5$ and $p_2 = 2$) also compares favourably: Lin and Kernighan report an empirical running time of about $O(n^{2.2})$. However, it seems unlikely that the worst-case running time is polynomial; for a precise formulation of this statement (and a proof), see Exercise 11 (Papadimitriou [1992]).

Almost all local search heuristics used for the TSP in practice are based on this algorithm. Although the worst-case behaviour is worse than **Christofides’ Algorithm**, the **Lin-Kernighan Algorithm** typically produces much better solutions, usually within a few percent of the optimum. For a very efficient variant, see Applegate, Cook and Rohe [2003].

By Exercise 12 of Chapter 9 there is no local search algorithm for the TSP which has polynomial-time complexity per iteration and always finds an optimum solution, unless $P = NP$ (here one iteration is taken to be the time between two changes of the current tour). We now show that one cannot even decide whether a given tour is optimum. To do this we first consider the following restriction of the **Hamiltonian Circuit** problem:

<table>
<thead>
<tr>
<th><strong>Restricted Hamiltonian Circuit</strong></th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Instance:</strong> An undirected graph $G$ and some Hamiltonian path in $G$.</td>
</tr>
<tr>
<td><strong>Question:</strong> Does $G$ contain a Hamiltonian circuit?</td>
</tr>
</tbody>
</table>

**Lemma 21.18.** **Restricted Hamiltonian Circuit** is **NP-complete**.
Proof: Given an instance $G$ of the Hamiltonian Circuit Problem (which is $NP$-complete, see Theorem 15.25), we construct an equivalent instance of Restricted Hamiltonian Circuit.

Assume $V(G) = \{1, \ldots, n\}$. We take $n$ copies of the “diamond graph” shown in Figure 21.7 and join them vertically with edges $\{S_i, N_{i+1}\} (i = 1, \ldots, n-1)$.

![Fig. 21.7.](image)

It is clear that the resulting graph contains a Hamiltonian path from $N_1$ to $S_n$. We now add edges $\{W_i, E_j\}$ and $\{W_j, E_i\}$ for any edge $\{i, j\} \in E(G)$. Let us call the resulting graph $H$. It is obvious that any Hamiltonian circuit in $G$ induces a Hamiltonian circuit in $H$.

Furthermore, a Hamiltonian circuit in $H$ must traverse all the diamond subgraphs in the same way: either all from $E_i$ to $W_i$ or all from $S_i$ to $N_i$. But the latter is impossible, so $H$ is Hamiltonian if and only if $G$ is.

Theorem 21.19. (Papadimitriou and Steiglitz [1977]) The problem of deciding whether a given tour is optimum for a given Metric TSP instance is $coNP$-complete.

Proof: Membership in $coNP$ is clear, since an optimum tour serves as a certificate for suboptimality.

We shall now transform Restricted Hamiltonian Circuit to the complement of our problem. Namely, given a graph $G$ and a Hamiltonian path $P$ in $G$, we first check whether the ends of $P$ are connected by an edge. If so, we are done. Otherwise we define

$$c_{ij} := \begin{cases} 1 & \text{if } \{i, j\} \in E(G) \\ 2 & \text{if } \{i, j\} \notin E(G). \end{cases}$$

The triangle inequality is of course satisfied. Moreover, $P$ defines a tour of cost $n + 1$, which is optimum if and only if there is no Hamiltonian circuit in $G$.

Corollary 21.20. Unless $P = NP$, no local search algorithm for the TSP having polynomial-time complexity per iteration can be exact.
Proof: An exact local search algorithm includes the decision whether the initial tour is optimum.

Local search of course also applies to many other combinatorial optimization problems. The simplex algorithm can also be regarded as a local search algorithm. Although local search algorithms have proved to be very successful in practice, almost no theoretical evidence for their efficiency is known, except in few special cases (see, e.g., Exercise 4 in Chapter 16 and Sections 22.6 and 22.8). For many NP-hard problems and interesting neighbourhoods (including the ones discussed in this section) it is not even known whether a local optimum can be computed in polynomial time; see Exercise 11. The book edited by Aarts and Lenstra [1997] contains more examples of local search heuristics.

21.4 The Traveling Salesman Polytope

Dantzig, Fulkerson and Johnson [1954] were the first to solve a TSP instance of non-trivial size optimally. They started by solving an LP relaxation of a suitable integer linear programming formulation, and then successively added cutting planes. This was the starting point of the analysis of the traveling salesman polytope:

Definition 21.21. For \( n \geq 3 \) we denote by \( Q(n) \) the traveling salesman polytope, i.e. the convex hull of the incidence vectors of tours in the complete graph \( K_n \).

Although no complete description of the traveling salesman polytope is known, there are several interesting results, some of which are also relevant for practical computations. Since \( \sum_{e \in \delta(v)} x_e = 2 \) for all \( v \in V(K_n) \) and all \( x \in Q(n) \), the dimension of \( Q(n) \) is at most \( |E(K_n)| - |V(K_n)| = \binom{n}{2} - n = \frac{n(n-3)}{2} \). In order to prove that in fact \( \dim(Q(n)) = \frac{n(n-3)}{2} \), we need the following graph-theoretical lemma:

Lemma 21.22. For any \( k \geq 1 \):

(a) The edge set of \( K_{2k+1} \) can be partitioned into \( k \) tours.
(b) The edge set of \( K_{2k} \) can be partitioned into \( k-1 \) tours and one perfect matching.

Proof: (a): Suppose the vertices are numbered \( 0, \ldots, 2k-1, x \). Consider the tours

\[
T_i = (x, i, i+1, i-1, i+2, i-2, i+3, \ldots, i-k+2, i+k-1, i-k+1, i+k, x)
\]

for \( i = 0, \ldots, k-1 \) (everything is meant modulo \( 2k \)). See Figure 21.8 for an illustration. Since \( |E(K_{2k+1})| = k(2k+1) \) it suffices to show that these tours are edge-disjoint. This is clear with respect to the edges incident to \( x \). Moreover, for \( \{a, b\} \in E(T_i) \) with \( a, b \neq x \) we have \( a + b \in \{2i, 2i+1\} \), as is easily seen.
Fig. 21.8.

(b): Suppose the vertices are numbered 0, . . . , 2k − 2, x. Consider the tours

\[ T_i = (x, i, i + 1, i - 1, i + 2, i - 2, i + 3, \ldots, i + k - 2, i - k + 2, i + k - 1, i - k + 1, x) \]

for \( i = 0, \ldots, k - 2 \) (everything is meant modulo 2k − 1). The same argument as above shows that these tours are edge-disjoint. After deleting them, the remaining graph is 1-regular and thus provides a perfect matching. \( \square \)

**Theorem 21.23.** (Grötschel and Padberg [1979])

\[ \dim(Q(n)) = \frac{n(n - 3)}{2}. \]

**Proof:** For \( n = 3 \) the statement is trivial. Let \( n \geq 4 \), and let \( v \in V(K_n) \) be an arbitrary vertex.

**Case 1:** \( n \) is even, say \( n = 2k + 2 \) for some integer \( k \geq 1 \). By Lemma 21.22(a) \( K_n - v \) is the union of \( k \) edge-disjoint tours \( T_0, \ldots, T_{k-1} \). Now let \( T_{ij} \) arise from \( T_i \) by replacing the \( j \)-th edge \( \{a, b\} \) by two edges \( \{a, v\}, \{v, b\} \) (\( i = 0, \ldots, k - 1; j = 1, \ldots, n - 1 \)). Consider the matrix whose rows are the incidence vectors of these \( k(n - 1) \) tours. Then the columns corresponding to edges not incident with \( v \) form a square matrix.
\[
\begin{pmatrix}
A & 0 & 0 & \cdots & 0 \\
0 & A & 0 & \cdots & 0 \\
0 & 0 & A & \cdots & 0 \\
\cdots & \cdots & \cdots & \cdots & \cdots \\
0 & 0 & 0 & \cdots & A
\end{pmatrix},
\]\[ where \ A =
\begin{pmatrix}
0 & 1 & 1 & \cdots & 1 \\
1 & 0 & 1 & \cdots & 1 \\
1 & 1 & 0 & \cdots & 1 \\
\cdots & \cdots & \cdots & \cdots & \cdots \\
1 & 1 & 1 & \cdots & 0
\end{pmatrix}.
\]

Since this matrix is nonsingular, the incidence vectors of the \( k(n-1) \) tours are linearly independent, implying \( \dim(Q(n)) \geq k(n-1) - 1 = \frac{n(n-3)}{2} \).

**Case 2:** \( n \) is odd, so \( n = 2k + 3 \) with \( k \geq 1 \) integer. By Lemma 21.22(b) \( K_n - v \) is the union of \( k \) tours and one perfect matching \( M \). From the tours, we construct \( k(n-1) \) tours in \( K_n \) as in (a). Now we complete the perfect matching \( M \) arbitrarily to a tour \( T \) in \( K_{n-1} \). For each edge \( e = \{a, b\} \) of \( M \), we replace \( e \) in \( T \) by the two edges \( \{a, v\} \) and \( \{v, b\} \). In this way we obtain another \( k+1 \) tours. Similarly as above, the incidence vectors of all the \( k(n-1) + k + 1 = kn + 1 \) tours are linearly independent, proving \( \dim(Q(n)) \geq kn + 1 - 1 = \frac{n(n-3)}{2} \). \( \square \)

The integral points of \( Q(n) \), i.e. the tours, can be described nicely:

**Proposition 21.24.** The incidence vectors of the tours in \( K_n \) are exactly the integral vectors \( x \) satisfying

\[
0 \leq x_e \leq 1 \quad (e \in E(K_n)); \quad (21.1)
\]

\[
\sum_{e \in \delta(v)} x_e = 2 \quad (v \in V(K_n)); \quad (21.2)
\]

\[
\sum_{e \in E(K_n[X])} x_e \leq |X| - 1 \quad (\emptyset \neq X \subset V(K_n)). \quad (21.3)
\]

**Proof:** Obviously the incidence vector of any tour satisfies these constraints. Any integral vector satisfying (21.1) and (21.2) is the incidence vector of a perfect simple 2-matching, i.e. the union of vertex-disjoint circuits covering all the vertices. The constraints (21.3) prevent circuits with less than \( n \) edges. \( \square \)

The constraints (21.3) are usually called **subtour inequalities**, and the polytope defined by (21.1), (21.2), (21.3) is called the **subtour polytope**. In general the subtour polytope is not integral, as the instance in Figure 21.9 shows (edges not shown have weight 3): the shortest tour has length 10, but the optimum fractional solution \( (x_e = 1 \text{ if } e \text{ has weight 1, and } x_e = \frac{1}{2} \text{ if } e \text{ has weight 2}) \) has total weight 9.

The following equivalent descriptions of the subtour polytope will be useful:

**Proposition 21.25.** Let \( V(K_n) = \{1, \ldots, n\} \). Let \( x \in [0, 1]^{E(K_n)} \) with \( \sum_{e \in \delta(v)} x_e = 2 \) for all \( v \in V(K_n) \). Then the following statements are equivalent:

\[
\sum_{e \in E(K_n[X])} x_e \leq |X| - 1 \quad (\emptyset \neq X \subset V(K_n)); \quad (21.3)
\]

\[
\sum_{e \in E(K_n[X])} x_e \leq |X| - 1 \quad (\emptyset \neq X \subseteq V(K_n) \setminus \{1\}); \quad (21.4)
\]
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\[ \sum_{e \in \delta(X)} x_e \geq 2 \quad (\emptyset \neq X \subset V(K_n)). \quad (21.5) \]

**Proof:** For any \( \emptyset \neq X \subset V(K_n) \) we have

\[
\sum_{e \in \delta(V(K_n) \setminus X)} x_e = \sum_{e \in \delta(X)} x_e = \sum_{v \in X} \sum_{e \in \delta(v)} x_e - 2 \sum_{e \in E(K_n[V])} x_e \\
= 2|X| - 2 \sum_{e \in E(K_n[V])} x_e,
\]

which implies the equivalence of (21.3), (21.4) and (21.5). \( \square \)

**Corollary 21.26.** The Separation Problem for subtour inequalities can be solved in polynomial time.

**Proof:** Using (21.5) and regarding \( x \) as edge capacities we have to decide whether there is a cut in \((K_n, x)\) with capacity less than 2. Therefore the Separation Problem reduces to the problem of finding a minimum cut in an undirected graph with nonnegative capacities. By Theorem 8.39 this problem can be solved in \( O(n^3) \) time. \( \square \)

Since any tour is a perfect simple 2-matching, the convex hull of all perfect simple 2-matchings contains the traveling salesman polytope. So by Theorem 12.3 we have:

**Proposition 21.27.** Any \( x \in Q(n) \) satisfies the inequalities

\[ \sum_{e \in E(K_n[X]) \cup F} x_e \leq |X| + \frac{|F| - 1}{2} \quad \text{for } X \subseteq V(K_n), \ F \subseteq \delta(X) \text{ with } |F| \text{ odd}. \quad (21.6) \]

The constraints (21.6) are called 2-matching inequalities. It is sufficient to consider inequalities (21.6) for the case when \( F \) is a matching; the other 2-matching inequalities are implied by these (Exercise 13). For the 2-matching inequalities, the Separation Problem can be solved in polynomial time by Theorem 12.18. So by the Ellipsoid Method (Theorem 4.21) we can optimize a linear function over the polytope defined by (21.1), (21.2), (21.3), and (21.6) in
polynomial time (Exercise 12). The 2-matching inequalities are generalized by the so-called **comb inequalities**, illustrated in Figure 21.10:

![Fig. 21.10.](image)

**Proposition 21.28.** (Chvátal [1973], Grötschel and Padberg [1979]) Let $T_1, \ldots, T_s \subseteq V(K_n)$ be pairwise disjoint sets, $s \geq 3$ odd, and $H \subseteq V(K_n)$ with $T_i \cap H \neq \emptyset$ and $T_i \setminus H \neq \emptyset$ for $i = 1, \ldots, s$. Then any $x \in Q(n)$ satisfies

$$\sum_{e \in \delta(H)} x_e + \sum_{i=1}^s \sum_{e \in \delta(T_i)} x_e \geq 3s + 1.$$  \hfill (21.7)

**Proof:** Let $x$ be the incidence vector of any tour. For any $i \in \{1, \ldots, s\}$ we have

$$\sum_{e \in \delta(T_i)} x_e + \sum_{e \in \delta(H) \cap E(K_n[T_i])} x_e \geq 3,$$

![Fig. 21.11.](image)
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since the tour must enter and leave \( T_i \setminus H \) as well as \( T_i \cap H \). Summing these \( s \) inequalities we get

\[
\sum_{e \in \delta(H)} x_e + \sum_{i=1}^{s} \sum_{e \in \delta(T_i)} x_e \geq 3s.
\]

Since the left-hand side is an even integer, the theorem follows.

The fractional solution \( x \) shown in Figure 21.11 (edges \( e \) with \( x_e = 0 \) are omitted) is an example of a violated comb inequality in \( K_{12} \): consider \( H = \{1, 2, 3, 4, 5, 6\} \), \( T_1 = \{1, 11\} \), \( T_2 = \{2, 12\} \) and \( T_3 = \{5, 6, 7, 8\} \). It is easy to check that the corresponding comb inequality is violated. Note that the inequalities (21.1), (21.2), (21.3), (21.6) are satisfied, and \( x \) is optimum with respect to weights \( c(e) := 1 - x_e \) (total weight 3), while the optimum tour has weight \( \frac{7}{2} \).

Let us mention just one further class: the **clique tree inequalities**:

**Theorem 21.29.** (Grötschel and Pulleyblank [1986]) Let \( H_1, \ldots, H_r \) be pairwise disjoint subsets of \( V(G) \) (the handles), and let \( T_1, \ldots, T_s \) \((s \geq 1)\) be pairwise disjoint nonempty proper subsets of \( V(G) \) (the teeth) such that

- for each handle, the number of teeth it intersects is odd and at least three;
- each tooth \( T \) contains at least one vertex not belonging to any handle;
- \( G := K_n[H_1 \cup \cdots \cup H_r \cup T_1 \cup \cdots \cup T_s] \) is connected, but \( G - (T_i \cap H_j) \) is disconnected whenever \( T_i \cap H_j \neq \emptyset \).

Let \( t_j \) denote the number of handles intersecting \( T_j \) \((j = 1, \ldots, s)\). Then any \( x \in Q(n) \) satisfies

\[
\sum_{i=1}^{r} \sum_{e \in E(K_n[H_i])} x_e + \sum_{j=1}^{s} \sum_{e \in E(K_n[T_j])} x_e \leq \sum_{i=1}^{r} |H_i| + \sum_{j=1}^{s} (|T_j| - t_j) - \frac{s+1}{2}. \tag{21.8}
\]

We omit the proof which is technically not so easy. Clique tree inequalities include (21.3) and (21.6) (Exercise 14). They have been generalized further, e.g. to bipartition inequalities by Boyd and Cunningham [1991]. There is a polynomial-time algorithm for the **Separation Problem** for the clique tree inequalities (21.8) with a fixed number of handles and teeth (Carr [1997]), but none is known for general clique tree inequalities. Even for the **Separation Problem** for comb inequalities no polynomial-time algorithm is known.

All the inequalities (21.1), (21.4) (restricted to the case where \( 3 \leq |X| \leq n-3 \)) and (21.6) (restricted to the case where \( F \) is a matching) define distinct facets of \( Q(n) \) \((n \geq 6)\). The proof that the trivial inequalities (21.1) define facets consists of finding \( \dim(Q(n)) \) linearly independent tours with \( x_e = 1 \) (and the same for \( x_e = 0 \)) for some fixed edge \( e \). The proof is similar to that of Theorem 21.23, we refer to Grötschel and Padberg [1979]. Even all the inequalities (21.8) define facets of \( Q(n) \) \((n \geq 6)\). The proof is quite involved, see Grötschel and Padberg [1979], or Grötschel and Pulleyblank [1986].
The number of facets of $Q(n)$ grows fast: already $Q(10)$ has more than 50 billion facets. No complete description of $Q(n)$ is known, and it appears very unlikely that one exists. Consider the following problem:

**TSP Facets**

*Instance:* An integer $n$ and an integral inequality $ax \leq \beta$.

*Question:* Does the given inequality define a facet of $Q(n)$?

The following result shows that a complete description of the traveling salesman polytope is unlikely:

**Theorem 21.30.** (Karp and Papadimitriou [1982]) If TSP Facets is in NP, then $NP = coNP$.

Moreover, it is $NP$-complete to decide whether two given vertices of $Q(n)$ are adjacent (i.e. belong to a common face of dimension one) (Papadimitriou [1978]).

### 21.5 Lower Bounds

Suppose we have found some tour heuristically, e.g. by the Lin-Kernighan Algorithm. We do not know in advance whether this tour is optimum or at least close to the optimum. Is there any way to guarantee that our tour is no more than $x$ percent away from the optimum? In other words, is there a lower bound for the optimum?

Lower bounds can be found by considering any LP relaxation of an integer programming formulation of the TSP, e.g. by taking the inequalities (21.1), (21.2), (21.3), (21.6). However, this LP is not easy to solve (though there is a polynomial-time algorithm via the Ellipsoid Method). A more reasonable lower bound is obtained by taking just (21.1), (21.2), (21.6), i.e. finding the minimum weight perfect simple 2-matching (cf. Exercise 1 of Chapter 12).

However, the most efficient method known is the use of Lagrangean relaxation (cf. Section 5.6). Lagrangean relaxation was first applied to the TSP by Held and Karp [1970,1971]. Their method is based on the following notion:

**Definition 21.31.** Given a complete graph $K_n$ with $V(K_n) = \{1, \ldots, n\}$, a 1-tree is a graph consisting of a spanning tree on the vertices $\{2, \ldots, n\}$ and two edges incident to vertex 1.

The tours are exactly the 1-trees $T$ with $|\delta_T(i)| = 2$ for $i = 1, \ldots, n$. We know spanning trees well, and 1-trees are not much different. For example we have:

**Proposition 21.32.** The convex hull of the incidence vectors of all 1-trees is the set of vectors $x \in [0, 1]^{E(K_n)}$ with

$$
\sum_{e \in E(K_n)} x_e = n, \sum_{e \in \delta(1)} x_e = 2, \sum_{e \in E(K_n)[X]} x_e \leq |X| - 1 (\emptyset \neq X \subseteq \{2, \ldots, n\}).
$$
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Proof: This follows directly from Theorem 6.12.

Observe that any linear objective function can easily be optimized over the set of 1-trees: just find a minimum weight spanning tree on \{2, \ldots, n\} (cf. Section 6.1) and add the two cheapest edges incident to the vertex 1. Now Lagrangean relaxation yields the following lower bound:

**Proposition 21.33.** (Held and Karp [1970]) Given an instance \((K_n, c)\) of the TSP with \(V(K_n) = \{1, \ldots, n\}\), and \(\lambda = (\lambda_2, \ldots, \lambda_n) \in \mathbb{R}^{n-1}\). Then

\[
LR(K_n, c, \lambda) := \min \left\{ c(E(T)) + \sum_{i=2}^{n} (|\delta_T(i)| - 2) \lambda_i : T \text{ is a 1-tree} \right\}
\]

is a lower bound for the length of an optimum tour, which can be computed in the time needed to solve a Minimum Spanning Tree Problem on \(n - 1\) vertices.

Proof: An optimum tour \(T\) is a 1-tree with \(|\delta_T(i)| = 2\) for all \(i\), proving that \(LR(K_n, c, \lambda)\) is a lower bound. Given \(\lambda = (\lambda_2, \ldots, \lambda_n)\), we choose \(\lambda_1\) arbitrarily and replace the weights \(c\) by \(c'(i, j) := c(i, j) + \lambda_i + \lambda_j\) \((1 \leq i < j \leq n)\). Then all we have to do is to find a minimum weight 1-tree with respect to \(c'\).

Note that the Lagrange multipliers \(\lambda_i\) \((i = 2, \ldots, n)\) are not restricted to the nonnegative numbers because the additional constraints \(|\delta_T(i)| = 2\) are equalities. The \(\lambda_i\) can be determined by some subgradient optimization procedure; cf. Section 5.6. The maximum possible value

\[
HK(K_n, c) := \max\{LR(K_n, c, \lambda) : \lambda \in \mathbb{R}^{n-1}\}
\]

(the Lagrangean dual) is called the **Held-Karp bound** for \((K_n, c)\). We have:

**Theorem 21.34.** (Held and Karp [1970]) For any instance \((K_n, c)\) of the TSP with \(V(K_n) = \{1, \ldots, n\}\):

\[
HK(K_n, c) = \min \left\{ cx : 0 \leq x_e \leq 1 \ (e \in E(K_n)), \sum_{e \in \delta(v)} x_e = 2 \ (v \in V(K_n)), \sum_{e \in I} x_e \leq |I| - 1 \text{ for all } \emptyset \neq I \subseteq \{2, \ldots, n\} \right\}
\]

Proof: This follows directly from Theorem 5.35 and Proposition 21.32.

In other words, the Held-Karp bound equals the optimum LP value of the subtour polytope (cf. Proposition 21.25). This helps us to estimate the quality of the Held-Karp bound for the Metric TSP. We also use the idea of Christofides’ Algorithm again:

**Theorem 21.35.** (Wolsey [1980]) For any Metric TSP instance, the Held-Karp bound is at least \(\frac{2}{3}\) of the length of an optimum tour.
Proof: Let \((K_n, c)\) be a Metric TSP instance, and let \(T\) be a minimum weight 1-tree in \((K_n, c)\). We have
\[
c(E(T)) = LR(K_n, c, 0) \leq HK(K_n, c).
\]

Let \(W \subseteq V(K_n)\) consist of the vertices having odd degree in \(T\). Since each vector \(x\) in the subtour polytope of \((K_n, c)\) satisfies \(\sum_{e \in \delta(X)} x_e \geq 2\) for all \(\emptyset \neq X \subset V(K_n)\), the polyhedron
\[
\left\{ x : x_e \geq 0 \text{ for all } e \in E(K_n), \sum_{e \in \delta(X)} x_e \geq 2 \text{ for all } X \text{ with } |X \cap W| \text{ odd} \right\}
\]
contains the subtour polytope. Therefore, by Theorem 21.34,
\[
\min \left\{ cx : x_e \geq 0 \text{ for all } e \in E(K_n), \sum_{e \in \delta(X)} x_e \geq 1 \text{ for all } X \text{ with } |X \cap W| \text{ odd} \right\} \leq \frac{1}{2} HK(K_n, c).
\]

But now observe that by Theorem 12.16, the left-hand side is the minimum weight of a \(W\)-join \(J\) in \((K_n, c)\). So \(c(E(T)) + c(J) \leq \frac{3}{2} HK(K_n, c)\). Since the graph \(G := (V(K_n), E(T) \cup J)\) is connected and Eulerian, it is an upper bound on the length of an optimum tour (by Lemma 21.3). \(\square\)

A different proof is due to Shmoys and Williamson [1990]. It is not known whether this result is tight. The instance of Figure 21.9 on page 522 (edges not shown have weight 3) is an example where the Held-Karp bound (9) is strictly less than the length of the optimum tour (which is 10). There are instances of the Metric TSP where \(\frac{HK(K_n, c)}{OPT(K_n, c)}\) is arbitrarily close to \(\frac{3}{4}\) (Exercise 15). However, these can be considered as exceptions: in practice the Held-Karp bound is usually much better; see e.g. Johnson, McGeoch and Rothberg [1996].

21.6 Branch-and-Bound

Branch-and-bound is a technique for the complete enumeration of all possible solutions without having to consider them one by one. For many \(NP\)-hard combinatorial optimization problems it is the best known framework for obtaining an optimum solution. It has been proposed by Land and Doig [1960] and applied to the TSP first by Little, Murty, Sweeny and Karel [1963].

To apply the Branch-And-Bound Method to a combinatorial optimization (say minimization) problem, we need two steps:

- “branch”: a given subset of the possible solutions (tours for the TSP) can be partitioned into at least two nonempty subsets.
“bound”: for a subset obtained by branching iteratively, a lower bound on the cost of any solution within this subset can be computed.

The general procedure then is as follows:

**Branch-And-Bound Method**

**Input:** An instance of a problem.

**Output:** An optimum solution \( S^* \).

1. Set the initial tree \( T := (\{S\}, \emptyset) \), where \( S \) is the set of all feasible solutions. Mark \( S \) active.
   
   Set the upper bound \( U := \infty \) (or apply a heuristic in order to get a better upper bound).

2. Choose an active vertex \( X \) of the tree \( T \) (if there is none, stop).
   
   Mark \( X \) non-active.
   
   (“branch”) Find a partition \( X = X_1 \cup \ldots \cup X_t \).

3. For each \( i = 1, \ldots, t \) do:
   
   (“bound”) Find a lower bound \( L \) on the cost of any solution in \( X_i \).
   
   If \( |X_i| = 1 \) (say \( X_i = \{S\} \)) and \( \text{cost}(S) < U \) then:
     
     Set \( U := \text{cost}(S) \) and \( S^* := S \).
   
   If \( |X_i| > 1 \) and \( L < U \) then:
     
     Set \( T := (V(T) \cup \{X_i\}, E(T) \cup \{\{X, X_i\}\}) \) and mark \( X_i \) active.

4. Go to (2).

It should be clear that the above method always finds an optimum solution. The implementation (and the efficiency) of course depends very much on the actual problem. We shall discuss a possible implementation for the TSP.

The easiest way to perform the branching is to choose an edge \( e \) and write \( X = X_e \cup Y_e \), where \( X_e \) (\( Y_e \)) consists of those solutions in \( X \) that contain (do not contain) edge \( e \). Then we can write any vertex \( X \) of the tree as

\[
S_{A,B} = \{S \in S : A \subseteq S, B \cap S = \emptyset\}
\]

for some \( A, B \subseteq E(G) \).

For these \( X = S_{A,B} \), the TSP with the additional constraint that all edges of \( A \), but none of \( B \), belong to the tour, can be written as an unconstrained TSP by modifying the weights \( c \) accordingly: namely we set

\[
c'_e := \begin{cases} 
  c_e & \text{if } e \in A \\
  c_e + C & \text{if } e \notin A \cup B \\
  c_e + 2C & \text{if } e \in B 
\end{cases}
\]

with \( C := \sum_{e \in E(G)} c_e + 1 \). Then the tours in \( S_{A,B} \) are exactly the tours whose modified weight is less than \( (n+1-|A|)C \). Furthermore, the new and the modified weight of any tour in \( S_{A,B} \) differ by exactly \( (n-|A|)C \).

Then the Held-Karp bound (cf. Section 21.5) can be used to implement the “bound”-step.
The above Branch-and-Bound Method for the TSP has been used to solve fairly large instances of the TSP (up to about 100 cities).

Branch-and-Bound is also often used to solve integer programs, especially when the variables are binary (restricted to be 0 or 1). Here the most natural branching step consists of taking one variable and trying both possible values for it. A lower bound can easily be determined by solving the corresponding LP relaxation.

In the worst case, Branch-and-Bound is no better than the complete enumeration of all possible solutions. In practice, the efficiency depends not only on how the “branch” and “bound” steps are implemented. It is also important to have a good strategy for choosing the active vertex \( X \) in 2 of the algorithm. Furthermore, a good heuristic at the beginning (and thus a good upper bound to start with) can help to keep the branch-and-bound tree \( T \) small.

Branch-and-Bound is often combined with a cutting plane method (see Section 5.5), based on the results of Section 21.4. One proceeds as follows. Since we have an exponential number of constraints (which do not even describe \( Q(n) \) completely), we start by solving the LP

\[
\min \left\{ cx : 0 \leq x_e \leq 1 \ (e \in E(K_n)), \ \sum_{e \in \delta(v)} x_e = 2 \ (v \in V(K_n)) \right\},
\]

i.e. with constraints (21.1) and (21.2). This polyhedron contains the perfect simple 2-matchings as integral vectors. Suppose we have a solution \( x^* \) of the above LP. There are three cases:

(a) \( x^* \) is the incidence vector of a tour;
(b) We find some violated subtour inequality (21.3), 2-matching inequality (21.6), comb inequality (21.7), or clique tree inequality (21.8).
(c) No violated inequality can be found (in particular no subtour inequality is violated), but \( x^* \) is not integral.

If \( x^* \) is integral but not the incidence vector of a tour, some subtour inequality must be violated by Proposition 21.24.

In case (a) we are done. In case (b) we simply add the violated inequality (or possibly several violated inequalities) to our LP and solve the new LP. In case (c), all we have is a (usually very good) lower bound for the length of a tour. Using this bound (and the fractional solution), we may start a Branch-and-Bound procedure. Because of the tight lower bound we hopefully can fix many variables in advance and thus considerably reduce the branching steps necessary to obtain an optimum solution. Moreover, at each node of the branch-and-bound tree, we can again look for violated inequalities.

This method – called branch-and-cut – has been used to solve TSP instances with more than 10000 cities up to optimality. Of course, many sophisticated ideas not described here are necessary to obtain an efficient implementation. In particular, good heuristics to detect violated inequalities are essential. See (Applegate et
al. [1998,2003]) and Jünger and Naddef [2001] for more information and further references.

These successes in solving large instances optimally are in contrast to poor worst-case running times. Woeginger [2002] gives a survey on subexponential exact algorithms for $NP$-hard problems; see also Exercise 1.

**Exercises**

1. Describe an exact algorithm for the TSP by means of dynamic programming. If the vertices (cities) are numbered $1, \ldots, n$, we denote by $\gamma(A, x)$ the minimum cost of a $1$-$x$-path $P$ with $V(P) = A \cup \{1\}$, for all $A \subseteq \{2, 3, \ldots, n\}$ and $x \in A$. The idea is now to compute all these numbers $\gamma(A, x)$. Compare the running time of this algorithm with the naive enumeration of all tours. (Held and Karp [1962])

   *Note:* This is the exact TSP algorithm with the best known worst-case running time. For the Euclidean TSP, Hwang, Chang and Lee [1993] described an exact algorithm using planar separators with a subexponential running time $O(c^{\sqrt{n} \log n})$.

2. Suppose the $n$ cities of a TSP instance are partitioned into $m$ clusters such that the distance between two cities is zero if and only if they belong to the same cluster.

   (a) Prove that there exists an optimum tour with at most $m(m-1)$ edges of positive weight.

   (b) Prove that such a TSP can be solved in polynomial time if $m$ is fixed. (Triesch, Nolles and Vygen [1994])

3. Consider the following problem. A truck starting at some depot $d_1$ must visit certain customers $c_1, \ldots, c_n$ and finally return to $d_1$. Between visiting two customers it must visit one of the depots $d_1, \ldots, d_k$. Given nonnegative symmetric distances between the customers and depots, we look for the shortest possible tour.

   (a) Show that this problem is $NP$-complete.

   (b) Show that it can be solved in polynomial time if $k$ is fixed. (*Hint:* Use Exercise 2.) (Triesch, Nolles and Vygen [1994])

4. Consider the asymmetric TSP with triangle inequality: given a number $n \in \mathbb{N}$ and distances $c((i, j)) \in \mathbb{R}_+$ for $i, j \in \{1, \ldots, n\}, i \neq j$, satisfying the triangle inequality $c((i, j)) + c((j, k)) \geq c((i, k))$ for all distinct $i, j, k \in \{1, \ldots, n\}$, find a permutation $\pi : \{1, \ldots, n\} \to \{1, \ldots, n\}$ such that $\sum_{i=1}^{n-1} c((\pi(i), \pi(i + 1))) + c((\pi(n), \pi(1)))$ is minimum.

   Describe an algorithm that always finds a solution whose cost is at most $\log n$ times the optimum.

   *Hint:* First find a digraph $H$ with $V(H) = \{1, \ldots, n\}$, $|\delta^+_H(v)| = |\delta^-_H(v)| = 1$ for all $v \in V(H)$ and minimum cost $c(E(H))$. Contract the circuits of $H$ and iterate.
(Frieze, Galbiati and Maffioli [1982])

Note: The currently best algorithm, a \((0.842 \log n)\)-factor approximation, is due to Kaplan et al. [2003].

5. Find instances of the Euclidean TSP for which the Double-Tree Algorithm returns a tour whose length is arbitrarily close to twice the optimum.

6. Let \(G\) be a complete bipartite graph with bipartition \(V(G) = A \cup B\), where \(|A| = |B|\). Let \(c : E(G) \to \mathbb{R}_+\) be a cost function with \(c((a, b)) + c((b, a')) + c((a', b')) \geq c((a, b'))\) for all \(a, a' \in A\) and \(b, b' \in B\). Now the task is to find a Hamiltonian circuit in \(G\) of minimum cost. This problem is called the Metric Bipartite TSP.

(a) Prove that, for any \(k\), if there is a \(k\)-factor approximation algorithm for the Metric Bipartite TSP then there is also a \(k\)-factor approximation algorithm for the Metric TSP.

(b) Find a 2-factor approximation algorithm for the Metric Bipartite TSP.

(Hint: Combine Exercise 25 of Chapter 13 with the idea of the Double-Tree Algorithm.)

(Frank et al. [1998], Chalasani, Motwani and Rao [1996])

7. Find instances of the Metric TSP for which Christofides’ Algorithm returns a tour whose length is arbitrarily close to \(3/2\) times the optimum.

8. Show that the results of Section 21.2 extend to the Euclidean Steiner Tree Problem. Describe an approximation scheme for this problem.

9. Prove that in the Lin-Kernighan Algorithm a set \(X_i\) contains never more than one element for any odd \(i\) with \(i > p_2 + 1\).

10. Consider the following decision problem:

**Another Hamiltonian Circuit**

*Instance:* A graph \(G\) and a Hamiltonian circuit \(C\) in \(G\).

*Task:* Is there another Hamiltonian circuit in \(G\)?

(a) Show that this problem is \(NP\)-complete. (Hint: Recall the proof of Lemma 21.18.)

(b) Prove that for a 3-regular graph \(G\) and \(e \in E(G)\), the number of Hamiltonian circuits containing \(e\) is even.

(c) Show that Another Hamiltonian Circuit for 3-regular graphs is in \(P\). (Nevertheless no polynomial-time algorithm is known for finding another Hamiltonian circuit, given a 3-regular graph \(G\) and a Hamiltonian circuit \(C\) in \(G\).)

11. Let \((X, (S_x)_{x \in X}, x, \text{goal})\) be a discrete optimization problem with neighbourhoods \(N_x(y) \subseteq S_x\) for \(y \in S_x\) and \(x \in X\). Suppose that for each \(x \in X\), an element of \(S_x\) can be found in polynomial time, and for each \(y \in S_x\) we find an element \(y' \in N_x(y)\) with better cost or decide that none exists. Then the problem with these neighbourhoods is said to belong to the class \(PLS\) (for polynomial local search). Prove that if a problem in \(PLS\) exists for which it is \(NP\)-hard to compute a local optimum for a given instance, then \(NP = coNP\).
**Hint:** Design a nondeterministic algorithm for any coNP-complete problem. (Johnson, Papadimitriou and Yannakakis [1988])

**Note:** The TSP with the k-opt and the Lin-Kernighan neighbourhood are PLS-complete (Krentel [1989], Papadimitriou [1992]), i.e. if one can find a local optimum in polynomial time, one can do so for every problem and neighbourhood in PLS (and this would imply another proof of Theorem 4.18 due to the correctness of the Simplex Algorithm).

12. Show that one can optimize any linear function over the polytope defined by (21.1), (21.2), (21.3), (21.6).

**Hint:** Use Theorem 21.23 to reduce the dimension in order to obtain a full-dimensional polytope. Find a point in the interior and apply Theorem 4.21.

13. Consider the 2-matching inequalities (21.6) in Proposition 21.27. Show that it is irrelevant whether one requires additionally that $F$ is a matching.

14. Show that the subtour inequalities (21.3), the 2-matching inequalities (21.6) and the comb inequalities (21.7) are special cases of the clique tree inequalities (21.8).

15. Prove that there are instances $(K_n, c)$ of the Metric TSP where $\frac{H K(K_n, c)}{\text{OPT}(K_n, c)}$ is arbitrarily close to $\frac{3}{4}$.

**Hint:** Replace the edges of weight 1 in Figure 21.9 by long paths and consider the metric closure.

16. Consider the TSP on $n$ cities. For any weight function $w : E(K_n) \rightarrow \mathbb{R}_+$ let $c^*_w$ be the length of an optimum tour with respect to $w$. Prove: if $L_1 \leq c^*_{w_1}$ and $L_2 \leq c^*_{w_2}$ for two weight functions $w_1$ and $w_2$, then also $L_1 + L_2 \leq (w_1 + w_2)^*$, where the sum of the two weight functions is taken componentwise.

17. Let $c_0$ be the cost of the optimum tour for an $n$-city instance of the Metric TSP, and let $c_1$ be the cost of the second best tour. Show that

$$\frac{c_1 - c_0}{c_0} \leq \frac{2}{n}.$$

(Papadimitriou and Steiglitz [1978])
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22. Facility Location

Many economic decisions involve selecting and/or placing certain facilities to serve given demands efficiently. Examples include manufacturing plants, storage facilities, depots, warehouses, libraries, fire stations, hospitals, base stations for wireless services (like TV broadcasting or mobile phone service), etc. The problems have in common that a set of facilities, each with a certain position, has to be chosen, and the objective is to meet the demand (of customers, users etc.) best. Facility location problems, which occur also in less obvious contexts, indeed have numerous applications.

The most widely studied model in discrete facility location is the so-called UNCAPACITATED FACILITY LOCATION PROBLEM, also known as plant location problem or warehouse location problem. It is introduced in Section 22.1. Although it has been intensively studied since the 1960s (see, e.g., Stollsteimer [1963], Balinski and Wolfe [1963], Kuehn and Hamburger [1963], Manne [1964]), no approximation algorithm was known for this problem until 1997. Since then several quite different approaches have been used to prove an approximation guarantee. We will present them in this chapter, and also consider extensions to more general problems, such as capacitated variants, the $k$-MEDIAN PROBLEM, and the UNIVERSAL FACILITY LOCATION PROBLEM.

22.1 The Uncapacitated Facility Location Problem

The most basic problem, for which we shall present many results, is the UNCAPACITATED FACILITY LOCATION PROBLEM. It is defined as follows.
Uncapacitated Facility Location Problem

Instance: A finite set \( D \) of customers (clients), a finite set \( F \) of (potential) facilities, a fixed cost \( f_i \in \mathbb{R}^+ \) for opening each facility \( i \in F \), and a service cost \( c_{ij} \in \mathbb{R}^+ \) for each \( i \in F \) and \( j \in D \).

Task: Find a subset \( X \) of facilities (called open) and an assignment \( \sigma : D \to X \) of the customers to open facilities, such that the sum of facility costs and service costs

\[
\sum_{i \in X} f_i + \sum_{j \in D} c_{\sigma(j)j}
\]

is minimum.

In many practical applications, service costs come from a metric \( c \) on \( D \cup F \) (e.g., when they are proportional to geometric distances or travel times). In this case we have

\[
c_{ij} + c_{i'j} + c_{i'j'} \geq c_{ij'} \quad \text{for all } i, i' \in F \text{ and } j, j' \in D. \tag{22.1}
\]

Conversely, if this condition holds, we can define \( c_{ii} := 0 \) and \( c_{ii'} := \min_{j \in D}(c_{ij} + c_{i'j}) \) for \( i, i' \in F \), \( c_{jj} := 0 \) and \( c_{jj'} := \min_{i \in F}(c_{ij} + c_{ij'}) \) for \( j, j' \in D \), and \( c_{ji} := c_{ij} \) for \( j \in D \) and \( i \in F \), and obtain a metric \( c \) on \( D \cup F \). Therefore we speak of metric service costs if (22.1) is satisfied. The above problem restricted to instances with metric service costs is called the Metric Uncapacitated Facility Location Problem.

Proposition 22.1. The Metric Uncapacitated Facility Location Problem is strongly NP-hard.

Proof: We consider the Minimum Weight Set Cover Problem with unit weights (which is strongly NP-hard as a consequence of Corollary 15.24). Any instance \((U, S)\) can be transformed to an instance of the Metric Uncapacitated Facility Location Problem as follows: let \( \mathcal{D} := U \), \( \mathcal{F} := S \), \( f_i := 1 \) for \( i \in S \), \( c_{ij} := 1 \) for \( j \in i \in S \) and \( c_{ij} := 3 \) for \( j \in U \setminus \{i\}, i \in S \). Then, for \( k \leq |S| \), the resulting instance has a solution of cost \(|D| + k\) if and only if \((U, S)\) has a set cover of cardinality \( k \).

The number 3 in the above proof can be replaced by any number greater than 1 but not greater than 3 (otherwise (22.1) would be violated). Indeed, a similar construction shows that metric service costs are necessary to obtain approximation algorithms: if we set \( c_{ij} := \infty \) for \( j \in U \setminus \{i\} \) and \( i \in S \) in the above proof, we see that any approximation algorithm for the Uncapacitated Facility Location Problem would imply an approximation algorithm for set covering with the same performance ratio (and there is no constant-factor approximation for set covering unless \( P = NP \); see Section 16.1). Guha and Khuller [1999] and Sviridenko [unpublished] extended the above construction to show that a 1.463-factor approximation algorithm for the Metric Uncapacitated Facility Location Problem
(even with service costs 1 and 3 only) would imply \( P = NP \) (see Vygen [2005a] for details).

Conversely, let an instance of the Uncapacitated Facility Location Problem be given. Setting \( U := D, S = 2^D \), and \( c(D) := \min_{i \in \mathcal{F}} (f_i + \sum_{j \in D} c_{ij}) \) for \( D \subseteq D \) yields an equivalent instance of the Minimum Weight Set Cover Problem. Although this instance has exponential size, we can run the Greedy Algorithm For Set Cover and obtain a solution of cost at most \( (1 + \frac{1}{2} + \cdots + \frac{1}{|D|}) \) times the optimum in polynomial time (cf. Theorem 16.3), as proposed by Hochbaum [1982]:

Namely, in each step, we have to find a pair \((D, i) \in 2^D \times \mathcal{F}\) with minimum \( f_i + \sum_{j \in D} c_{ij} \), open \( i \), assign all customers in \( D \) to \( i \) and disregard them henceforth. Although there are exponentially many choices, it is easy to find a best one as it suffices to consider pairs \((D_k^i, i)\) for \( i \in \mathcal{F} \) and \( k \in \{1, \ldots, |D|\} \), where \( D_k^i \) is the set of the first \( k \) customers in a linear order with nondecreasing \( c_{ij} \). Clearly, other pairs cannot be more effective.

Jain et al. [2003] showed that the performance guarantee of this greedy algorithm is \( \Omega(\log n / \log \log n) \) even for metric instances, where \( n = |D| \). Indeed, before the paper of Shmoys, Tardos and Aardal [1997] no constant-factor approximation algorithm was known even for metric service costs. Since then, this has changed dramatically. The following sections show different techniques for obtaining constant-factor approximations for the Metric Uncapacitated Facility Location Problem.

An even more restricted problem is given in the special case when facilities and customers are points in the plane and service costs are geometric distances. Here Arora, Raghavan and Rao [1998] showed that the problem has an approximation scheme, i.e. a \( k \)-factor approximation algorithm for any \( k > 1 \), similarly to the algorithm in Section 21.2. This result was improved by Kolliopoulos and Rao [1999], but the algorithm seems to be still too slow for practical purposes.

In the rest of this chapter we assume general metric service costs. For a given instance \( D, \mathcal{F}, f_i, c_{ij} \) and a given nonempty subset \( X \) of facilities, a best assignment \( \sigma : D \to X \) satisfying \( c_{\sigma(i)j} = \min_{i \in X} c_{ij} \) can be computed easily. Therefore we will often call a nonempty set \( X \subseteq \mathcal{F} \) a feasible solution, with facility cost \( c_F(X) := \sum_{i \in X} f_i \) and service cost \( c_S(X) := \sum_{j \in D} \min_{i \in X} c_{ij} \). The task is to find a nonempty subset \( X \subseteq \mathcal{F} \) such that \( c_F(X) + c_S(X) \) is minimum.

### 22.2 Rounding Linear Programming Solutions

The Uncapacitated Facility Location Problem can be formulated as an integer linear program as follows:
\[
\begin{align*}
\min & \quad \sum_{i \in F} f_i y_i + \sum_{i \in F} \sum_{j \in D} c_{ij} x_{ij} \\
\text{s.t.} & \quad x_{ij} \leq y_i \quad (i \in F, j \in D) \\
& \quad \sum_{i \in F} x_{ij} = 1 \quad (j \in D) \\
& \quad x_{ij} \in \{0, 1\} \quad (i \in F, j \in D) \\
& \quad y_i \in \{0, 1\} \quad (i \in F)
\end{align*}
\]

By relaxing the integrality constraints we get the linear program:

\[
\begin{align*}
\min & \quad \sum_{i \in F} f_i y_i + \sum_{i \in F} \sum_{j \in D} c_{ij} x_{ij} \\
\text{s.t.} & \quad x_{ij} \leq y_i \quad (i \in F, j \in D) \\
& \quad \sum_{i \in F} x_{ij} = 1 \quad (j \in D) \\
& \quad x_{ij} \geq 0 \quad (i \in F, j \in D) \\
& \quad y_i \geq 0 \quad (i \in F)
\end{align*}
\]

This was first formulated by Balinski [1965]. The dual of this LP is:

\[
\begin{align*}
\max & \quad \sum_{j \in D} v_j \\
\text{s.t.} & \quad v_j - w_{ij} \leq c_{ij} \quad (i \in F, j \in D) \\
& \quad \sum_{j \in D} w_{ij} \leq f_i \quad (i \in F) \\
& \quad w_{ij} \geq 0 \quad (i \in F, j \in D)
\end{align*}
\]

LP rounding algorithms solve these linear programs (cf. Theorem 4.18) and round the fractional solution of the primal LP suitably. Shmoys, Tardos and Aardal [1997] obtained the first constant-factor approximation by this technique:

**Shmoys-Tardos-Aardal Algorithm**

**Input:** An instance \((D, F, (f_i)_{i \in F}, (c_{ij})_{i \in F, j \in D})\) of the Uncapacitated Facility Location Problem.

**Output:** A solution \(X \subseteq F\) and \(\sigma : D \rightarrow X\).
1. Compute an optimum solution \((x^*, y^*)\) to (22.2) and an optimum solution \((v^*, w^*)\) to (22.3).

2. Let \(k := 1\), \(X := \emptyset\), and \(U := D\).

3. Let \(j_k \in U\) such that \(v^*_j\) is minimum. Let \(i_k \in F\) with \(x^*_{i_kj_k} > 0\) and \(f^*_{i_k}\) minimum. Set \(X := X \cup \{i_k\}\).

4. Set \(N_k := \{j \in U : \exists i \in F : x^*_{ij} > 0, x^*_{i_kj_k} > 0\}\).

5. Set \(\sigma(j) := i_k\) for all \(j \in N_k\).

6. Set \(U := U \setminus N_k\).

7. Set \(k := k + 1\).

If \(U \neq \emptyset\) then go to 3.

Theorem 22.2. (Shmoys, Tardos and Aardal [1997]) The above is a 4-factor approximation algorithm for the Metric Uncapacitated Facility Location Problem.

Proof: By complementary slackness (Corollary 3.18), \(x^*_{ij} > 0\) implies \(v^*_j - w^*_ij = c_{ij}\), and thus \(c_{ij} \leq v^*_j\). Hence the service cost for customer \(j \in N_k\) is at most

\[
c_{ikj} \leq c_{ij} + c_{ij} + c_{ikj} \leq v^*_j + 2v^*_j \leq 3v^*_j,
\]

where \(i\) is a facility with \(x^*_{ij} > 0\) and \(x^*_{i_kj_k} > 0\).

The facility cost \(f^*_{i_k}\) can be bounded by

\[
f^*_{i_k} \leq \sum_{i \in F} x^*_{i_kj_k} f_i = \sum_{i \in F : x^*_{i_kj_k} > 0} x^*_{i_kj_k} f_i \leq \sum_{i \in F : x^*_{i_kj_k} > 0} y^*_i f_i.
\]

As \(x^*_{i_kj} > 0\) implies \(x^*_{i_kj'} = 0\) for \(k \neq k'\), the total facility cost is at most \(\sum_{i \in F} y^*_i f_i\).

Summing up, the total cost is \(3 \sum_{j \in D} v^*_j + \sum_{i \in F} y^*_i f_i\), which is at most four times the LP value, and hence at most four times the optimum. \(\Box\)

The performance ratio was improved to 1.736 by Chudak and Shmoys [1998] and to 1.582 by Svirenko [2002]. Meanwhile, better performance guarantees have been obtained with simpler and faster algorithms, which do not use a linear programming algorithm as a subroutine. These will be presented in the next section.

22.3 Primal-Dual Algorithms

Jain and Vazirani [2001] proposed a different approximation algorithm. It is a primal-dual algorithm in the classical sense: it computes feasible primal and dual solutions (to the LPs presented in Section 22.2) simultaneously. The primal solution is integral, and the approximation guarantee will follow from approximate complementary slackness conditions.

One can view the algorithm as continuously raising all dual variables (starting with zero) and freezing \(v_j\) when \(j \in D\) is tentatively connected. At any stage, let \(w_{ij} := \max\{0, v_j - c_{ij}\}\). Initially all facilities are closed. We tentatively open facilities and connect customers when the following two events occur:
− $v_j = c_{ij}$ for some tentatively open facility $i$ and unconnected customer $j$.
  Then set $\sigma(j) := i$ and freeze $v_j$.
− $\sum_{j \in D} w_{ij} = f_j$ for some facility $i$ which is not (yet) tentatively open.
  Then tentatively open $i$. For all unconnected customers $j \in D$ with $v_j \geq c_{ij}$:
  set $\sigma(j) := i$ and freeze $v_j$.

Several events can occur at the same time and are then processed in arbitrary order. This continues until all customers are connected.

Now let $V$ be the set of facilities that are tentatively open, and let $E$ be the set of pairs $\{i, i'\}$ of distinct tentatively open facilities such that there is a customer $j$ with $w_{ij} > 0$ and $w_{i'j} > 0$. Choose a maximal stable set $X$ in the graph $(V, E)$. Open the facilities in $X$. For $j \in D$ with $\sigma(j) \notin X$, reset $\sigma(j)$ to an open neighbour of $\sigma(j)$ in $(V, E)$.

Actually, $X$ can be chosen greedily while tentatively opening facilities. Then the algorithm can be described more formally as follows. Here $Y$ is the set of facilities that are not (yet) tentatively open.

\begin{algorithm}
\begin{algorithmic}
\State Set $X := \emptyset$, $Y := F$ and $U := D$.
\State Set $t_1 := \min\{c_{ij} : i \in F \setminus Y, j \in U\}$.
\State Set $t_2 := \min\{\tau : \exists i \in Y : \sum_{j \in U} \max\{0, \tau - c_{ij}\} + \sum_{j \in D \setminus U} \max\{0, v_j - c_{ij}\} = f_i\}$.
\State $t := \min\{t_1, t_2\}$.
\For{$i \in F \setminus Y$ and $j \in U$ with $c_{ij} = t$}
\State Set $\sigma(j) := \varphi(i)$, $v_j := t$ and $U := U \setminus \{j\}$.
\EndFor
\For{$i \in Y$ with $\sum_{j \in U} \max\{0, t - c_{ij}\} + \sum_{j \in D \setminus U} \max\{0, v_j - c_{ij}\} = f_i$}
\State Set $Y := Y \setminus \{i\}$.
\State If there are $i' \in X$ and $j \in D \setminus U$ with $v_j > c_{ij}$ and $v_j > c_{i'j}$
\State \hspace{1em} then set $\varphi(i) := i'$
\State \hspace{1em} else set $\varphi(i) := i$ and $X := X \cup \{i\}$.
\State For $j \in U$ with $c_{ij} \leq t$ do: Set $\sigma(j) := \varphi(i)$, $v_j := t$ and $U := U \setminus \{j\}$.
\EndFor
\If{$U \neq \emptyset$} \textbf{go to} 2. \EndIf
\end{algorithmic}
\end{algorithm}

**Theorem 22.3.** (Jain and Vazirani [2001]) For metric instances $I$, the Jain-Vazirani Algorithm opens a set $X$ of facilities with $3c_F(X) + c_S(X) \leq 3 \text{OPT}(I)$. In particular, it is a 3-factor approximation algorithm for the Metric Uncapacitated Facility Location Problem. It can be implemented to run in $O(m \log m)$ time, where $m = |F||D|$. 

**Proof:** First observe that $t$ is non-decreasing in the course of the algorithm.
The algorithm computes a primal solution $X$ and $\sigma$, and numbers $v_j$, $j \in \mathcal{D}$, which together with $w_{ij} := \max\{0, v_i - c_{ij}\}$, $i \in \mathcal{F}$, $j \in \mathcal{D}$, constitute a feasible solution to the dual LP (22.3). Hence $\sum_{j \in \mathcal{D}} v_j \leq \text{OPT}(I)$. For each open facility $i$, all customers $j$ with $w_{ij} > 0$ are connected to $i$, and $f_i = \sum_{j \in \mathcal{D}} w_{ij}$. Moreover, we claim that the service cost for each customer $j$ is at most $3(v_j - w_{\sigma(j)j})$.

We distinguish two cases. If $c_{\sigma(j)j} = v_j - w_{\sigma(j)j}$, this is clear. Otherwise $c_{\sigma(j)j} > v_j$ and $w_{\sigma(j)j} = 0$. This means that $\psi(i) \neq i$ when $j$ is connected in (3) or (4), so there is a (closed) facility $i \in \mathcal{F} \setminus (Y \cup X)$ with $c_{ij} \leq v_j$ and a customer $j'$ with $w_{ij'} > 0$ and $w_{\sigma(j)j'} > 0$, and hence $c_{ij'} = v_{j'} - w_{ij'} < v_{j'}$ and $c_{\sigma(j)j'} = v_{j'} - w_{\sigma(j)j'} < v_{j'}$. Note that $v_{j'} \leq v_j$, because $j'$ is connected to $\sigma(j)$ before $j$. We conclude that $c_{\sigma(j)j} \leq c_{\sigma(j)j'} + c_{ij'} + c_{ij} < v_{j'} + v_{j'} + v_j \leq 3v_j = 3(v_j - w_{\sigma(j)j})$.

For the running time we observe that the number of iterations is at most $|\mathcal{D}| + 1$ as at least one customer is removed from $U$ in each iteration, maybe except the first one if $f_i = 0$ for some $i \in \mathcal{F}$. The total time for computing $t_1$ in (2), and for (3), is $O(m \log m)$ if we sort all $c_{ij}$ once in advance. Next, note that $t_2 = \min\{\frac{t_1}{|U_i|} : i \in Y\}$, where

$$t_2^{i} = f_i + \sum_{j \in \mathcal{D} \setminus U, : v_j > c_{ij}} (c_{ij} - v_j) + \sum_{j \in U_i} c_{ij}$$

and $U_i$ is the set of unconnected customers whose service cost to $i$ is at most the new value of $t$. As this number is in fact what we want to compute, we proceed as follows.

We maintain $t_2$, $t_2^i$ and $|U_i|$ ($i \in Y$) throughout; initially $t_2 = \infty$, $t_2^i = f_i$ and $|U_i| = 0$ for all $i$. When a new customer $j$ is connected and $v_j > c_{ij}$ for some $i \in Y$, then $t_2^i$ is reduced by $v_j$ and $|U_i|$ is reduced by one, which may also imply a change of $t_2$. However, we also have to increase $|U_i|$ by one and increase $t_2^i$ by $c_{ij}$ (and possibly change $t_2$) when the budget of $j$ reaches $c_{ij}$ for some $i \in Y$ and $j \in U$. This can be done by changing the definition of $t_1$ in (2) to $t_1 := \min\{c_{ij} : i \in \mathcal{F}, j \in U\}$ and performing these updates before (5) for all $i \in Y$ and $j \in U$ with $c_{ij} = t$. Note that there are $O(m)$ such updates overall, each of which takes constant time.

The if-statement in (4) can be implemented in $O(|\mathcal{D}|)$ time as $i' \in X$, $j \in \mathcal{D} \setminus U$ and $v_j > c_{i'j}$ implies $\sigma(j) = i'$. \qed

A better primal-dual algorithm has been proposed by Jain et al. [2003]. One idea is to relax the feasibility of the dual variables. We interpret the dual variables as the customers’ budgets, which they use to pay their service costs and contribute to facility opening costs. We open a facility when the offered contributions suffice to pay the opening cost. Connected customers do not increase their budget anymore, but they can still offer a certain amount to other facilities if these are closer and re-connecting would save service cost. The algorithm proceeds as follows.
**Dual Fitting Algorithm**

**Input:** An instance $(\mathcal{D}, \mathcal{F}, (f_i)_{i \in \mathcal{F}}, (c_{ij})_{i \in \mathcal{F}, j \in \mathcal{D}})$ of the **Uncapacitated Facility Location Problem**.

**Output:** A solution $X \subseteq \mathcal{F}$ and $\sigma : \mathcal{D} \to X$.

1. Let $X := \emptyset$ and $U := \mathcal{D}$.
2. Set $t_1 := \min\{c_{ij} : i \in X, j \in U\}$.
   
   Set $t_2 := \min\{\tau : \exists i \in \mathcal{F} \setminus X : \sum_{j \in U} \max\{0, \tau - c_{ij}\} + \sum_{j \in \mathcal{D} \setminus U} \max\{0, c_{\sigma(j)j} - c_{ij}\} = f_i\}$.
   
   Set $t := \min\{t_1, t_2\}$.
3. For $i \in \mathcal{F} \setminus X$ with $\sum_{j \in U} \max\{0, t - c_{ij}\} + \sum_{j \in \mathcal{D} \setminus U} \max\{0, c_{\sigma(j)j} - c_{ij}\} = f_i$ do:
   
   Set $X := X \cup \{i\}$.
   
   For $j \in \mathcal{D} \setminus U$ with $c_{ij} < c_{\sigma(j)j}$ do: Set $\sigma(j) := i$.
4. For $i \in X$ and $j \in U$ with $c_{ij} \leq t$ do:
   
   Set $\sigma(j) := i$, $v_j := t$ and $U := U \setminus \{j\}$.
5. If $U \neq \emptyset$ then go to 2.

**Theorem 22.4.** The above algorithm computes numbers $v_j$, $j \in \mathcal{D}$, and a feasible solution $X$, $\sigma$ of cost at most $\sum_{j \in \mathcal{D}} v_j$. It can be implemented to run in $O(|\mathcal{F}|^2|\mathcal{D}|)$ time.

**Proof:** The first statement is evident. The running time can be obtained as for the **Jain-Vazirani Algorithm**. However, we have to update all $t'_j$ whenever a customer is re-connected, i.e. whenever a new facility is opened. $\square$

We will find a number $\gamma$ such that $\sum_{j \in D} v_j \leq \gamma (f_i + \sum_{j \in D} c_{ij})$ for all pairs $(i, D) \in \mathcal{F} \times 2^\mathcal{D}$ (i.e. $(\frac{\gamma}{f_i})_{j \in \mathcal{D}}$ is a feasible solution to the dual LP in Exercise 3). This will imply the performance ratio $\gamma$. Of course, we have to assume service costs to be metric.

Consider $i \in \mathcal{F}$ and $D \subseteq \mathcal{D}$ with $|D| = d$. Number the customers in $D$ in the order in which they are removed from $U$ in the algorithm; w.l.o.g. $D = \{1, \ldots, d\}$. We have $v_1 \leq v_2 \leq \cdots \leq v_d$.

Let $k \in D$. Note that $k$ is connected at time $t = v_k$ in the algorithm, and consider the time when $t$ is set to $v_k$ in 2. For $j = 1, \ldots, k - 1$ let

$$r_{j,k} := \begin{cases} c_{i(j,k)j} & \text{if } j \text{ is connected to } i(j,k) \in \mathcal{F} \text{ at this time} \\ v_k & \text{otherwise, i.e. if } v_j = v_k \end{cases}.$$

We now write down valid inequalities for these variables. First, for $j = 1, \ldots, d - 2$,

$$r_{j,j+1} \geq r_{j,j+2} \geq \cdots \geq r_{j,d} \quad (22.4)$$

because the service cost decreases if customers are re-connected. Next, for $k = 1, \ldots, d$,
\[
\sum_{j=1}^{k-1} \max\{0, r_{j,k} - c_{ij}\} + \sum_{l=k}^{d} \max\{0, v_k - c_{il}\} \leq f_i. \tag{22.5}
\]

To see this, we consider two cases. If \( i \in \mathcal{F} \setminus X \) at the considered time, (22.5) holds by the choice of \( t \) in \( \mathcal{T} \). Otherwise \( i \) was inserted into \( X \) before, and at that time \( \sum_{j \in U} \max\{0, v_j - c_{ij}\} + \sum_{j \in D \setminus U} \max\{0, c_{\sigma(j)} - c_{ij}\} = f_i \). Later the left-hand side can only become smaller.

Finally, for \( 1 \leq j < k \leq d \),
\[
v_k \leq r_{j,k} + c_{ij} + c_{ik}, \tag{22.6}
\]
which is trivial if \( r_{j,k} = v_k \), and otherwise follows from the choice of \( t_1 \) in \( \mathcal{T} \) by observing that the right-hand side of (22.6) is at least \( c_{i(j,k)k} \) due to metric service costs, and that facility \( i(j,k) \) is open at the considered time.

To prove a performance ratio, we consider the following optimization problem for \( \gamma_F \geq 1 \) and \( d \in \mathbb{N} \). As we want to make a statement for all instances, we consider \( f_i, c_{ij} \) and \( v_j \) (\( j = 1, \ldots, d \)) and \( r_{j,k} \) (\( 1 \leq j < k \leq d \)) as variables:

\[
\begin{align*}
\text{maximize} & \quad \sum_{j=1}^{d} v_j - \gamma_F f_i \\
\text{subject to} & \quad v_j \leq v_{j+1} \quad (1 \leq j < d) \\
& \quad r_{j,k} \geq r_{j,k+1} \quad (1 \leq j < k < d) \\
& \quad r_{j,k} + c_{ij} + c_{ik} \geq v_k \quad (1 \leq j < k \leq d) \\
& \quad \sum_{j=1}^{k-1} \max\{0, r_{j,k} - c_{ij}\} + \sum_{l=k}^{d} \max\{0, v_k - c_{il}\} \leq f_i \quad (1 \leq k \leq d) \\
& \quad \sum_{j=1}^{d} c_{ij} > 0 \\
& \quad f_i \geq 0 \\
& \quad v_j, c_{ij} \geq 0 \quad (1 \leq j \leq d) \\
& \quad r_{j,k} \geq 0 \quad (1 \leq j < k \leq d)
\end{align*}
\tag{22.7}
\]

Note that this optimization problem can be easily re-formulated as a linear program; it is often referred to as the factor-revealing LP. Its optimum values imply performance guarantees for the DUAL FITTING ALGORITHM:

**Theorem 22.5.** Let \( \gamma_F \geq 1 \), and let \( \gamma_S \) be the supremum of the optimum values of the factor-revealing LP (22.7) over all \( d \in \mathbb{N} \). Let an instance of the METRIC UNCAPACITATED FACILITY LOCATION PROBLEM be given, and let \( X^* \subseteq \mathcal{F} \) be any solution. Then the cost of the solution produced by the DUAL FITTING ALGORITHM on this instance is at most \( \gamma_F c_F(X^*) + \gamma_S c_S(X^*) \).
Proof: The algorithm produces numbers \( v_j \) and, implicitly, \( r_{j,k} \) for all \( j, k \in \mathcal{D} \) with \( v_j \leq v_k \) and \( j \neq k \). For each pair \((i, D) \in \mathcal{F} \times 2^\mathcal{D} \), the numbers \( f_i, c_{ij}, v_j, r_{j,k} \) satisfy conditions (22.4), (22.5) and (22.6) and thus constitute a feasible solution to (22.7) unless \( \sum_{j=1}^{d} c_{ij} = 0 \). Hence \( \sum_{j=1}^{d} v_j - \gamma_F f_i \leq \gamma_S \sum_{j=1}^{d} c_{ij} \) (this follows directly from (22.5) and (22.6) if \( c_{ij} = 0 \) for all \( j \in \mathcal{D} \)). Choosing \( \sigma^* : \mathcal{D} \to \mathcal{X}^* \) such that \( c_{\sigma^*(j)} = \min_{i \in \mathcal{X}^*} c_{ij} \), and summing over all pairs \((i, \{j \in \mathcal{D} : \sigma^*(j) = i\}) \) (\( i \in \mathcal{X}^* \)), we get

\[
\sum_{j \in \mathcal{D}} v_j \leq \gamma_F \sum_{i \in \mathcal{X}^*} f_i + \gamma_S \sum_{j \in \mathcal{D}} c_{\sigma^*(j)} = \gamma_F c_F(\mathcal{X}^*) + \gamma_S c_S(\mathcal{X}^*). \tag{22.8}
\]

As the solution computed by the algorithm has total cost at most \( \sum_{j \in \mathcal{D}} v_j \), this proves the theorem. \( \square \)

To apply this, we observe:

**Lemma 22.6.** Consider the factor-revealing LP (22.7) for some \( d \in \mathbb{N} \).

(a) For \( \gamma_F = 1 \), the optimum is at most 2.

(b) (Jain et al. [2003]) For \( \gamma_F = 1.61 \), the optimum is at most 1.61.

(c) (Mahdian, Ye and Zhang [2002]) For \( \gamma_F = 1.11 \), the optimum is at most 1.78.

Proof: Here we only prove (a). For a feasible solution we have

\[
d \left( f_i + \sum_{j=1}^{d} c_{ij} \right) \geq \sum_{k=1}^{d} \left( \sum_{j=1}^{k-1} r_{j,k} + \sum_{l=k}^{d} v_k \right) \geq \sum_{k=1}^{d} d v_k - (d - 1) \sum_{j=1}^{d} c_{ij}, \tag{22.8}
\]

implying that \( d \sum_{j=1}^{d} v_j \leq df_i + (2d - 1) \sum_{j=1}^{d} c_{ij} \), i.e. \( \sum_{j=1}^{d} v_j \leq f_i + 2 \sum_{j=1}^{d} c_{ij} \). \( \square \)

The proofs of (b) and (c) are quite long and technical. (a) directly implies that \( (\frac{v_j}{2})_{j \in \mathcal{D}} \) is a feasible dual solution, and the Dual Fitting Algorithm is a 2-factor approximation algorithm. (b) implies a performance ratio of 1.61. Even better results can be obtained by combining the Dual Fitting Algorithm with scaling and greedy augmentation, techniques presented in the next section. For later use we summarize what follows from Theorem 22.5 and Lemma 22.6:

**Corollary 22.7.** Let \((\gamma_F, \gamma_S) \in \{(1, 2), (1.61, 1.61), (1.11, 1.78)\}\). Let an instance of the Metric Uncapacitated Facility Location Problem be given, and let \( \emptyset \neq \mathcal{X}^* \subseteq \mathcal{F} \) be any solution. Then the cost of the solution produced by the Dual Fitting Algorithm on this instance is at most \( \gamma_F c_F(\mathcal{X}^*) + \gamma_S c_S(\mathcal{X}^*) \). \( \square \)
22.4 Scaling and Greedy Augmentation

Many approximation results are asymmetric in terms of facility cost and service cost. Often the service cost can be reduced by opening additional facilities. Indeed, this can be exploited to improve several performance guarantees.

**Proposition 22.8.** Let $\emptyset \neq X, X^* \subseteq F$. Then
\[
\sum_{i \in X^*} (c_S(X) - c_S(X \cup \{i\})) \geq c_S(X) - c_S(X^*).
\]
In particular, there exists an $i \in X^*$ with
\[
\frac{c_S(X) - c_S(X \cup \{i\})}{f_i} \geq \frac{c_S(X) - c_S(X^*)}{c_F(X^*)}.
\]

**Proof:** For $j \in D$ let $\sigma(j) \in X$ such that $c_{\sigma(j)} = \min_{i \in X} c_{ij}$, and let $\sigma^*(j) \in X^*$ such that $c_{\sigma^*(j)} = \min_{i \in X^*} c_{ij}$. Then $c_S(X) - c_S(X \cup \{i\}) \geq \sum_{j \in D, \sigma^*(j) = i} (c_{\sigma(j)} - c_{ij})$ for all $i \in X^*$. Summation yields the lemma.

By greedy augmentation of a set $X$ we mean iteratively picking an element $i \in F$ maximizing $c_S(X) - c_S(X \cup \{i\})$, and adding it to $X$ until $c_S(X) - c_S(X \cup \{i\}) \leq f_i$ for all $i \in F$. We need the following lemma:

**Lemma 22.9.** (Charikar and Guha [1999]) Let $\emptyset \neq X, X^* \subseteq F$. Apply greedy augmentation to $X$, obtaining a set $Y \supseteq X$. Then
\[
c_F(Y) + c_S(Y) \leq c_F(X) + c_F(X^*) \ln \left( \max \left\{ 1, \frac{c_S(X) - c_S(X^*)}{c_F(X^*)} \right\} \right) + c_F(X^*) + c_S(X^*).
\]

**Proof:** If $c_S(X) \leq c_F(X^*) + c_S(X^*)$, the above inequality evidently holds even with $X$ in place of $Y$. Greedy augmentation never increases the cost.

Otherwise, let $X = X_0, X_1, \ldots, X_k$ be the sequence of augmented sets, such that $k$ is the first index for which $c_S(X_k) \leq c_F(X^*) + c_S(X^*)$. By renumbering facilities we may assume $X_i \setminus X_{i-1} = \{i\}$ ($i = 1, \ldots, k$). By Proposition 22.8,
\[
\frac{c_S(X_{i-1}) - c_S(X_i)}{f_i} \geq \frac{c_S(X_{i-1}) - c_S(X^*)}{c_F(X^*)}
\]
for $i = 1, \ldots, k$. Hence $f_i \leq c_F(X^*) \frac{c_S(X_{i-1}) - c_S(X_i)}{c_S(X_{i-1}) - c_S(X^*)}$ (note that $c_S(X_{i-1}) > c_S(X^*)$), and
\[
c_F(X_k) + c_S(X_k) \leq c_F(X) + c_F(X^*) \sum_{i=1}^k \frac{c_S(X_{i-1}) - c_S(X_i)}{c_S(X_{i-1}) - c_S(X^*)} + c_S(X_k).
\]

As the right-hand side increases with increasing $c_S(X_k)$ (the derivative is $1 - \frac{c_F(X^*)}{c_S(X_{i-1}) - c_S(X^*)} > 0$), we do not make the right-hand side smaller if we replace $c_S(X_k)$ by $c_F(X^*) + c_S(X^*)$. Using $x - 1 \geq \ln x$ for $x > 0$, we get
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\[ c_F(X_k) + c_S(X_k) \leq c_F(X) + c_F(X^*) \sum_{i=1}^{k} \left( 1 - \frac{c_S(X_i) - c_S(X^*)}{c_S(X_{i-1}) - c_S(X^*)} \right) + c_S(X_k) \]

\[ \leq c_F(X) - c_F(X^*) \sum_{i=1}^{k} \ln \frac{c_S(X_i) - c_S(X^*)}{c_S(X_{i-1}) - c_S(X^*)} + c_S(X_k) \]

\[ = c_F(X) - c_F(X^*) \ln \frac{c_S(X_k) - c_S(X^*)}{c_S(X) - c_S(X^*)} + c_S(X_k) \]

\[ = c_F(X) + c_F(X^*) \ln \frac{c_S(X) - c_S(X^*)}{c_F(X^*)} + c_F(X^*) + c_S(X^*). \]

\[ \Box \]

This can be used to improve several of the previous performance guarantees. Sometimes it is good to combine greedy augmentation with scaling. We get the following general result:

**Theorem 22.10.** Suppose there are positive constants \( \beta, \gamma_S, \gamma_F \) and an algorithm \( A \) which, for every instance, computes a solution \( X \) such that \( \beta c_F(X) + c_S(X) \leq \gamma_F c_F(X^*) + \gamma_S c_S(X^*) \) for each \( \emptyset \neq X^* \subseteq F \). Let \( \delta \geq \frac{1}{\beta} \).

Then scaling facility costs by \( \delta \), applying \( A \) to the modified instance, and applying greedy augmentation to the result with respect to the original instance yields a solution of cost at most \( \max\{\frac{\gamma_F}{\beta} + \beta \ln(\beta \delta), 1 + \frac{\gamma_S - 1}{\beta \delta}\} \) times the optimum.

**Proof:** Let \( X^* \) be the set of open facilities of an optimum solution to the original instance. We have \( \beta \delta c_F(X) + c_S(X) \leq \gamma_F \delta c_F(X^*) + \gamma_S c_S(X^*) \). If \( c_S(X) \leq c_S(X^*) + c_F(X^*) \), then we have \( \beta \delta (c_F(X) + c_S(X)) \leq \gamma_F \delta c_F(X^*) + \gamma_S c_S(X^*) + (\beta \delta - 1)(c_S(X^*) + c_F(X^*)) \), so \( X \) is a solution that costs at most \( \max\{1 + \frac{\gamma_F - 1}{\beta \delta}, 1 + \frac{\gamma_S - 1}{\beta \delta}\} \) times the optimum. Note that \( 1 + \frac{\gamma_F - 1}{\beta \delta} \leq \frac{\gamma_F}{\beta} + \ln(\beta \delta) \) as \( 1 - \frac{1}{x} \leq \ln x \) for all \( x > 0 \).

Otherwise we apply greedy augmentation to \( X \) and get a solution of cost at most

\[ c_F(X) + c_F(X^*) \ln \frac{c_S(X) - c_S(X^*)}{c_F(X^*)} + c_F(X^*) + c_S(X^*) \]

\[ \leq c_F(X) + c_F(X^*) \ln \frac{(\gamma_S - 1)c_S(X^*) + \gamma_F \delta c_F(X^*) - \beta \delta c_F(X)}{c_F(X^*)} \]

\[ + c_F(X^*) + c_S(X^*). \]

The derivative of this expression with respect to \( c_F(X) \) is

\[ 1 - \frac{\beta \delta c_F(X^*)}{(\gamma_S - 1)c_S(X^*) + \gamma_F \delta c_F(X^*) - \beta \delta c_F(X)}, \]

which is zero for \( c_F(X) = \frac{\gamma_F - \beta}{\beta} c_F(X^*) + \frac{\gamma_S - 1}{\beta \delta} c_S(X^*) \). Hence we get a solution of cost at most
\begin{align*}
\left( \frac{\gamma_F}{\beta} + \ln(\beta \delta) \right) c_F(X^*) + \left( 1 + \frac{\gamma_S - 1}{\beta \delta} \right) c_S(X^*). 
\end{align*}

With Corollary 22.7 we can apply this result to the **Dual Fitting Algorithm** with \( \beta = \gamma_F = 1 \) and \( \gamma_S = 2 \): by setting \( \delta = 1.76 \) we obtain an approximation guarantee of 1.57. With \( \beta = 1, \gamma_F = 1.11 \) and \( \gamma_S = 1.78 \) (cf. Corollary 22.7) we can do even better:

**Corollary 22.11.** (Mahdian, Ye and Zhang [2002]) Multiply all facility costs by \( \delta = 1.504 \), apply the **Dual Fitting Algorithm**, scale back the facility costs, and apply greedy augmentation. Then this algorithm has an approximation guarantee of 1.52.

This is the best performance ratio that is currently known for the **Metric Uncapacitated Facility Location Problem**.

For the special case when all service costs are between 1 and 3, greedy augmentation yields an even better performance ratio. Let \( \alpha \) be the solution of the equation \( \alpha + 1 = \ln \frac{2}{\alpha} \); we have \( 0.463 \leq \alpha \leq 0.4631 \). A simple calculation shows that

\[
\alpha =\frac{\alpha}{\alpha+1} \ln \frac{2}{\alpha} = \max \left\{ \frac{\frac{\delta}{2}}{\xi+1} \ln \frac{2}{\xi} : \xi > 0 \right\}.
\]

**Theorem 22.12.** (Guha and Khuller [1999]) Consider the **Uncapacitated Facility Location Problem** restricted to instances where all service costs are within the interval \([1, 3]\). This problem has a \((1 + \alpha + \epsilon)\)-factor approximation algorithm for every \( \epsilon > 0 \).

**Proof:** Let \( \epsilon > 0 \), and let \( k := \lceil \frac{1}{\epsilon} \rceil \). Enumerate all solutions \( X \subseteq F \) with \(|X| \leq k\).

We compute another solution as follows. We first open one facility \( i \) with minimum opening cost \( f_i \), and then apply greedy augmentation to obtain a solution \( Y \). We claim that the best solution costs at most \( 1 + \alpha + \epsilon \) times the optimum.

Let \( X^* \) be an optimum solution and \( \xi = \frac{c_F(X^*)}{c_S(X^*)} \). We may assume that \(|X^*| > k \), as otherwise we have found \( X^* \) above. Then \( c_F([i]) \leq \frac{1}{k} c_F(X^*) \). Moreover, as the service costs are between 1 and 3, \( c_S([i]) \leq 3|D| \leq 3c_S(X^*) \).

By Lemma 22.9, the cost of \( Y \) is at most

\[
\frac{1}{k} c_F(X^*) + c_F(X^*) \ln \left( \max \left\{ 1, \frac{2c_S(X^*)}{c_F(X^*)} \right\} \right) + c_F(X^*) + c_S(X^*) \\
= c_S(X^*) \left( \frac{\xi}{k} + \xi \ln \left( \max \left\{ 1, \frac{2}{\xi} \right\} \right) + \xi + 1 \right) \\
\leq c_S(X^*) (1 + \xi) \left( 1 + \epsilon + \frac{\xi}{\xi+1} \ln \left( \max \left\{ 1, \frac{2}{\xi} \right\} \right) \right) \\
\leq (1 + \alpha + \epsilon) (1 + \xi) c_S(X^*) \\
= (1 + \alpha + \epsilon) (c_F(X^*) + c_S(X^*)). 
\]
This performance guarantee seems to be best possible in view of the following:

**Theorem 22.13.** If there is an $\epsilon > 0$ and a $(1+\alpha-\epsilon)$-factor approximation algorithm for the Uncapacitated Facility Location Problem restricted to instances with service costs 1 and 3 only, then $P = NP$.

This has been shown by Sviridenko [unpublished] (based on results by Feige [1998] and Guha and Khuller [1999]) and can be found in the survey by Vygen [2005a].

### 22.5 Bounding the Number of Facilities

The $k$-Facility Location Problem is the Uncapacitated Facility Location Problem with the additional constraint that no more than $k$ facilities may be opened, where $k$ is a natural number that is part of the instance. A special case, where facility opening costs are zero, is the well-known $k$-Median Problem. In this section we describe an approximation algorithm for the Metric $k$-Facility Location Problem.

For problems which become much easier if a certain type of constraints is omitted, Lagrangean relaxation is a common technique. Here we relax the bound on the number of open facilities and add a constant $\lambda$ to each facility opening cost.

**Theorem 22.14.** (Jain and Vazirani [2001]) If there is a constant $\gamma_S$ and a polynomial-time algorithm $A$, such that for every instance of the Metric Uncapacitated Facility Location Problem $A$ computes a solution $X$ such that $c_F(X) + c_S(X) \leq c_F(X^*) + \gamma_S c_S(X^*)$ for every $\emptyset \neq X^* \subseteq \mathcal{F}$, then there is a $(2\gamma_S)$-factor approximation algorithm for the Metric $k$-Facility Location Problem with integral data.

**Proof:** Let an instance of the Metric $k$-Facility Location Problem be given. We assume that service costs are integers within $\{0, 1, \ldots, c_{\text{max}}\}$ and facility opening costs are integers within $\{0, 1, \ldots, f_{\text{max}}\}$.

First we check if there is a solution with zero cost, and find one if it exists. This is easy; see the proof of Lemma 22.15. Hence we assume that the cost of any solution is at least 1. Let $X^*$ be an optimum solution (we will use it for analysis only).

Let $A(\lambda) \subseteq \mathcal{F}$ be the solution computed by $A$ for the instance where all facility opening costs are increased by $\lambda$ but the constraint on the number of facilities is omitted. We have $c_F(A(\lambda)) + |A(\lambda)|\lambda + c_S(A(\lambda)) \leq c_F(X^*) + |X^*|\lambda + \gamma_S c_S(X^*)$, and hence

$$c_F(A(\lambda)) + c_S(A(\lambda)) \leq c_F(X^*) + \gamma_S c_S(X^*) + (k - |A(\lambda)|)\lambda$$

(22.9)

for all $\lambda \geq 0$. If $|A(0)| \leq k$, then $A(0)$ is a feasible solution costing at most $\gamma_S$ times the optimum, and we are done.
Otherwise $|A(0)| > k$, and note that $|A(f_{\max} + \gamma S|D|c_{\max} + 1)| = 1 \leq k$. Set $\lambda' := 0$ and $\lambda'' := f_{\max} + \gamma S|D|c_{\max} + 1$, and apply binary search, maintaining $|A(\lambda'')| \leq k < |A(\lambda')|$. After $O(\log |D| + \log f_{\max} + \log c_{\max})$ iterations, in each of which we set one of $\lambda', \lambda''$ to their arithmetic mean depending on whether $|A(\lambda')| \leq k$ or not, we have $\lambda'' - \lambda' \leq \frac{1}{|D|^2}$. (Note that this binary search works although $\lambda \mapsto |A(\lambda)|$ is not monotonic in general.)

If $|A(\lambda'')| = k$, then (22.9) implies that $A(\lambda'')$ is a feasible solution costing at most $\gamma S$ times the optimum, and we are done. However, we will not always encounter such a $\lambda''$, because $\lambda \mapsto |A(\lambda)|$ is not always monotonic and can jump by more than 1 (Archer, Rajagopalan and Shmoys [2003] showed how to fix this by perturbing costs, but were unable to do it in polynomial time).

Thus we consider $X := A(\lambda')$ and $Y := A(\lambda'')$ and assume henceforth $|X| > k > |Y|$. Let $\alpha := \frac{k - |Y|}{|X| - |Y|}$ and $\beta := \frac{|X| - k}{|X| - |Y|}$.

Choose a subset $X'$ of $X$ with $|X'| = |Y|$ such that $\min_{i \in X'} c_{ii'} = \min_{i \in X} c_{ii'}$ for each $i' \in Y$, where we write $c_{ii'} := \min_{j \in D}(c_{ij} + c_{ij'})$. We open either all elements of $X'$ (with probability $\alpha$) or all elements of $Y$ (with probability $\beta = 1 - \alpha$). In addition, we open a set of $k - |Y|$ facilities of $X \setminus X'$, chosen uniformly at random. Then the expected facility cost is $\alpha c_F(X) + \beta c_F(Y)$. (Note that $X$ and $Y$ are not necessarily disjoint, and so we may even pay twice for opening some facilities. Thus $\alpha c_F(X) + \beta c_F(Y)$ is in fact an upper bound on the expected facility cost.)

Let $j \in D$, and let $i''$ be a closest facility in $X$, and let $i''''$ be a closest facility in $Y$. Connect $j$ to $i''$ if it is open, else to $i''''$ if it is open. If neither $i''$ nor $i''''$ is open, connect $j$ to a facility $i''' \in X'$ minimizing $c_{i'''j}$.

This yields an expected service cost $\alpha c_{i''j} + \beta c_{i''''j}$ if $i'' \in X'$ and at most

\[\alpha c_{i''j} + (1 - \alpha) \beta c_{i''''j} + (1 - \alpha)(1 - \beta)c_{i'''j}\]

\[\leq \alpha c_{i''j} + \beta^2 c_{i''''j} + \alpha \beta \left( c_{i''''j} + \min_{j' \in D}(c_{i''''j'} + c_{i'''j'}) \right)\]

\[\leq \alpha c_{i''j} + \beta^2 c_{i''''j} + \alpha \beta (c_{i''''j} + c_{i''''j} + c_{i''j})\]

\[= \alpha(1 + \beta)c_{i''j} + \beta(1 + \alpha)c_{i''''j}\]

if $i'' \in X \setminus X'$.

Thus the total expected service cost is at most

\[(1 + \max\{\alpha, \beta\})(\alpha c_S(X) + \beta c_S(Y)) \leq \left(2 - \frac{1}{|D|}\right)(\alpha c_S(X) + \beta c_S(Y)).\]

Overall, using (22.9), we get an expected cost of at most

\[\left(2 - \frac{1}{|D|}\right)\left(\alpha c_F(X) + \gamma S c_S(X) + (\lambda'' - \lambda')(\frac{|X| - k)(k - |Y|)}{|X| - |Y|}\right)\]

\[\leq \left(2 - \frac{1}{|D|}\right)\left(c_F(X^*) + \gamma S c_S(X^*) + (\lambda'' - \lambda') \frac{|X| - k)(k - |Y|)}{|X| - |Y|}\right)\]
\[ \leq \left( 2 - \frac{1}{|D|} \right) \left( c_F(X^*) + \gamma_S c_S(X^*) + (\lambda'' - \lambda') \frac{|X| - |Y|}{4} \right) \]
\[ \leq \left( 2 - \frac{1}{|D|} \right) \left( c_F(X^*) + \gamma_S c_S(X^*) + \frac{1}{4|D|} \right) \]
\[ \leq \left( 2 - \frac{1}{|D|} \right) \left( 1 + \frac{1}{4|D|} \right) \left( c_F(X^*) + \gamma_S c_S(X^*) \right) \]
\[ \leq \left( 2 - \frac{1}{2|D|} \right) \left( c_F(X^*) + \gamma_S c_S(X^*) \right) \]

and thus at most \(2\gamma_S(c_F(X^*) + c_S(X^*))\).

Note that the expected cost is easy to compute even under the condition that a subset \(Z\) is opened with probability 1 and \(k - |Z|\) randomly chosen facilities of some other set are opened. Hence one can derandomize this algorithm by the method of conditional probabilities: first open \(X'\) or \(Y\) depending on where the bound on the expected cost is at most \((2 - \frac{1}{|D|})(\alpha(c_F(X) + c_S(X)) + \beta(c_F(Y) + c_S(Y)))\), and then successively open facilities of \(X \setminus X'\) such that this bound continues to hold. \(\Box\)

In particular, by the Dual Fitting Algorithm (Corollary 22.7), we obtain a 4-factor approximation algorithm for the Metric \(k\)-Facility Location Problem with integral data. The first constant-factor approximation algorithm for the Metric \(k\)-Facility Location Problem was due to Charikar et al. [2002].

The running time of the binary search is weakly polynomial and works for integral data only. However we can make it strongly polynomial by discretizing the input data:

**Lemma 22.15.** For any instance \(I\) of the Metric \(k\)-Facility Location Problem, \(\gamma_{\text{max}} \geq 1\) and \(0 < \epsilon \leq 1\), we can decide whether \(\text{OPT}(I) = 0\) and otherwise generate another instance \(I'\) in \(O(|\mathcal{F}| |D| \log(|\mathcal{F}| |D|))\) time, such that all service and facility costs are integers in \(\{0, 1, \ldots, \lceil \frac{2\gamma_{\text{max}}(k + |D|)^5}{\epsilon} \rceil \}\), and for each \(1 \leq \gamma \leq \gamma_{\text{max}}\), each solution to \(I'\) with cost at most \(\gamma \text{OPT}(I')\) is a solution to \(I\) with cost at most \(\gamma(1 + \epsilon) \text{OPT}(I)\).

**Proof:** Let \(n := k + |D|\). Given an instance \(I\), we first compute an upper bound and a lower bound on \(\text{OPT}(I)\) differing by a factor of at most \(2n^2 - 1\) as follows. For each \(B \in \{f_i : i \in \mathcal{F}\} \cup \{c_{ij} : i \in \mathcal{F}, j \in \mathcal{D}\}\) we consider the bipartite graph \(G_B := (\mathcal{D} \cup \mathcal{F}, \{(i, j) : i \in \mathcal{F}, j \in \mathcal{D}, f_i \leq B, c_{ij} \leq B\})\).

The smallest \(B\) for which the elements of \(\mathcal{D}\) belong to at most \(k\) different connected components of \(G_B\), each of which contains at least one facility, is a lower bound on \(\text{OPT}(I)\). This number \(B\) can be found in \(O(|\mathcal{F}| |D| \log(|\mathcal{F}| |D|))\) time by a straightforward variant of Kruskal’s Algorithm for minimum spanning trees.

Moreover, for this \(B\) we can choose an arbitrary facility in each connected component of \(G_B\) that contains an element of \(\mathcal{D}\), and connect each customer with service cost at most \((2|D| - 1)B\) (using the assumption that service costs are...
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metric). Thus $\text{OPT}(I) \leq kB + (2|D| - 1)|D|B < (2n^2 - 1)B$ unless $B = 0$, in which case we are done.

Thus we can ignore facility and service costs exceeding $B' := 2\gamma_{\text{max}}n^2B$. We obtain $I'$ from $I$ by setting each $c_{ij}$ to $\left\lceil \frac{\min\{B',c_{ij}\}}{\delta} \right\rceil$ and each $f_i$ to $\left\lceil \frac{\min\{B',f_i\}}{\delta} \right\rceil$, where $\delta = \frac{4B}{n}$. Now all input numbers are integers in $\{0, 1, \ldots, \left\lceil \frac{2\gamma_{\text{max}}n^2}{\epsilon} \right\rceil\}$.

We have

$$\text{OPT}(I') \leq \frac{\text{OPT}(I)}{\delta} + n = \frac{\text{OPT}(I) + \epsilon B}{\delta} < \frac{(2n^2 - 1)B + \epsilon B}{\delta} \leq \frac{2n^2B}{\delta} = \frac{B'}{\gamma_{\text{max}}\delta},$$

and thus a solution to $I'$ of cost at most $\gamma \text{OPT}(I')$ contains no element of cost $\left\lceil \frac{B'}{\delta} \right\rceil$, and hence is a solution to $I$ of cost at most

$$\delta \gamma \text{OPT}(I') \leq \gamma(\text{OPT}(I) + \epsilon B) \leq \gamma(1 + \epsilon) \text{OPT}(I).$$

Corollary 22.16. There is a strongly polynomial 4-factor approximation algorithm for the Metric $k$-Facility Location Problem.

Proof: Apply Lemma 22.15 with $\gamma_{\text{max}} = 4$ and $\epsilon = \frac{1}{4|D|}$, and apply Theorem 22.14 with the Dual Fitting Algorithm to the resulting instance. We have $\gamma_S = 2$ by Corollary 22.7 and get a solution of total cost at most

$$\left(2 - \frac{1}{2|D|}\right) \left(1 + \frac{1}{4|D|}\right) (c_F(X^*) + \gamma_S c_S(X^*)) \leq 4 (c_F(X^*) + c_S(X^*))$$

for any $\emptyset \neq X^* \subseteq F$. \qed

22.6 Local Search

As discussed in Section 21.3, local search is a technique that is often applied successfully in practice, although usually no good approximation guarantees can be shown. It was therefore a surprise to learn that facility location problems can be approximated well by local search. This was first explored by Korupolu, Plaxton and Rajaraman [2000] and led to several strong results subsequently. We shall present some of them in this and the next section.

For the Metric $k$-Median Problem, local search yields the best known performance ratio. Before presenting this result, we consider the simplest possible local search algorithm: we start with an arbitrary feasible solution (i.e., a set of $k$ facilities) and improve it by single swaps. Note that we have to consider only the service cost, as facility costs are zero in the $k$-Median Problem. Moreover, it causes no loss of generality to assume that a solution must contain exactly $k$ facilities.

Theorem 22.17. (Arya et al. [2004]) Consider an instance of the Metric $k$-Median Problem. Let $X$ be a feasible solution and $X^*$ an optimum solution. If $c_S((X \setminus \{x\}) \cup \{y\}) \geq c_S(X)$ for all $x \in X$ and $y \in X^*$, then $c_S(X) \leq 5c_S(X^*)$. 

Proof: Let us consider optimum assignments $\sigma$ and $\sigma^*$ of the customers to the $k$ facilities in $X$ and $X^*$, respectively. We say that $x \in X$ captures $y \in X^*$ if $\{j \in D : \sigma(j) = x, \sigma^*(j) = y\} > 0.5 \{j \in D : \sigma^*(j) = y\}$. Each $y \in X^*$ is captured by at most one $x \in X$.

Let $\pi : D \to D$ be a bijection such that for all $j \in D$:

- $\sigma^*(\pi(j)) = \sigma^*(j)$; and
- if $\sigma(\pi(j)) = \sigma(j)$ then $\sigma(j)$ captures $\sigma^*(j)$.

Such a mapping $\pi$ can be obtained easily by ordering, for each $y \in X^*$, the elements of $\{j \in D : \sigma^*(j) = y\} = \{j_0, \ldots, j_{l-1}\}$ such that customers $j$ with identical $\sigma(j)$ are consecutive, and setting $\pi(j_k) := j_k'$, where $k' = (k + \lfloor \frac{l}{2} \rfloor)$ mod $t$.

Let us define a swap to be an element of $X \times X^*$. For a swap $(x, y)$ we call $x$ the source and $y$ the target. We will define $k$ swaps such that each $y \in X^*$ is the target of exactly one of them.

If an $x \in X$ captures only one facility $y \in X^*$, we consider a swap $(x, y)$. If there are $l$ such swaps, then there are $k - l$ elements left in $X$ and in $X^*$. Some of the remaining elements of $X$ (at most $\frac{k-l}{2}$) may capture at least two facilities of $X^*$; we will not consider these. For each remaining facility $y \in X^*$ we choose an $x \in X$ such that $x$ does not capture any facility, and such that each $x \in X$ is source of at most two such swaps.

We now analyze the swaps one by one. Consider the swap $(x, y)$, and let $X' := (X \setminus \{x\}) \cup \{y\}$. Then $c_S(X') \geq c_S(X)$. Transform $\sigma : D \to X$ to a new assignment $\sigma' : D \to X'$ by reassigning customers as follows:

Customers $j \in D$ with $\sigma^*(j) = y$ are assigned to $y$. Customers $j \in D$ with $\sigma(j) = x$ and $\sigma^*(j) = y' \in X^* \setminus \{y\}$ are assigned to $\sigma(\pi(j))$; note that $\sigma(\pi(j)) \neq x$ as $x$ does not capture $y'$. For all other customers, the assignment does not change.

We have

$$0 \leq c_S(X') - c_S(X)$$

$$= \sum_{j \in D : \sigma^*(j) = y} (c_{\sigma^*(j)} - c_{\sigma(j)}) + \sum_{j \in D : \sigma^*(j) \neq y} (c_{\sigma(\pi(j))} - c_{\sigma(j)})$$

$$\leq \sum_{j \in D : \sigma^*(j) = y} (c_{\sigma^*(j)} - c_{\sigma(j)}) + \sum_{j \in D : \sigma(j) = x} (c_{\sigma(\pi(j))} - c_{\sigma(j)})$$

as $c_{\sigma(\pi(j))} \geq \min_{i \in X} c_{ij} = c_{\sigma(j)}$ by definition of $\sigma$.

We now sum over all swaps. Note that each facility of $X^*$ is the target of exactly one swap, thus the sum of the first terms is $c_S(X^*) - c_S(X)$. Moreover, each $x \in X$ is the source of at most two swaps. Hence

$$0 \leq \sum_{j \in D} (c_{\sigma^*(j)} - c_{\sigma(j)}) + 2 \sum_{j \in D} (c_{\sigma(\pi(j))} - c_{\sigma(j)})$$

$$\leq c_S(X^*) - c_S(X) + 2 \sum_{j \in D} (c_{\sigma^*(j)} + c_{\sigma^*(j)\pi(j)} + c_{\sigma(\pi(j))\pi(j)} - c_{\sigma(j)})$$
Corollary 22.18. Let \( \epsilon > 0 \) be discretizing costs we obtain a strongly polynomial running time: the number of steps to reach a local optimum could be exponential. However, by applying \( \epsilon \)-factor approximation algorithm for the Metric \( k \)-Median Problem: transform the instance according to Lemma 22.15 with \( \gamma_{\text{max}} = 5 \) and \( \epsilon/2 \) in place of \( \epsilon \), start with any set of \( k \) facilities, and apply swaps decreasing the service cost as long as possible.

**Proof:** As each service cost of the new instance is an integer in \( \{0, 1, \ldots, \lceil \frac{50(k+|D|)}{\epsilon} \rceil \} \), we can apply at most \( |D|\lceil \frac{50(k+|D|)}{\epsilon} \rceil \) successive swaps each of which reduces the total service cost. □

Using multiswaps the approximation guarantee can be improved significantly:

**Theorem 22.19.** (Arya et al. [2004]) Consider an instance of the Metric \( k \)-Median Problem, and let \( p \in \mathbb{N} \). Let \( X \) be a feasible solution and \( X^* \) an optimum solution. If \( c_S((X \setminus A) \cup B) \geq c_S(X) \) for all \( A \subseteq X \) and \( B \subseteq X^* \) with \( |A| = |B| \leq p \), then \( c_S(X) \leq (3 + \frac{2}{p})c_S(X^*) \).

**Proof:** Let \( \sigma \) and \( \sigma^* \) again be optimum assignments of the customers to the \( k \) facilities in \( X \) and \( X^* \), respectively. For each \( A \subseteq X \), let \( C(A) \) be the set of facilities in \( X^* \) that are captured by \( A \), i.e.

\[
C(A) := \left\{ y \in X^* : |\{ j \in D : \sigma(j) \in A, \sigma^*(j) = y \}| > \frac{1}{2}|\{ j \in D : \sigma^*(j) = y \}| \right\}.
\]

We partition \( X = A_1 \cup \cdots \cup A_r \) and \( X^* = B_1 \cup \cdots \cup B_r \) as follows:

Let \( \{ x \in X : C(\{x\}) \neq \emptyset \} =: \{ x_1, \ldots, x_s \} =: \bar{X} \).

Set \( r := \max\{s, 1\} \).

**For** \( i = 1 \) **to** \( r - 1 \) **do:**

- Set \( A_i := \{ x_i \} \).

  **While** \( |A_i| < |C(A_i)| \) **do:**

    - Add an element \( x \in X \setminus (A_1 \cup \cdots \cup A_i \cup \bar{X}) \) to \( A_i \).

    Set \( B_i := C(A_i) \).

Set \( A_r := X \setminus (A_1 \cup \cdots \cup A_{r-1}) \) and \( B_r := X^* \setminus (B_1 \cup \cdots \cup B_{r-1}) \).

It is clear that this algorithm guarantees \( |A_i| = |B_i| \geq 1 \) for \( i = 1, \ldots, r \), and that the sets \( A_1, \ldots, A_r \) are pairwise disjoint and \( B_1, \ldots, B_r \) are pairwise disjoint. Note that adding an element is always possible if \( |A_i| < |C(A_i)| \), because then

\[
= c_S(X^*) - c_S(X) + 2 \sum_{j \in D} (c_{\alpha^*(j)j} + c_{\alpha^*(\pi(j))\pi(j)})
= c_S(X^*) - c_S(X) + 4c_S(X^*),
\]

because \( \pi \) is a bijection. □
Let \( \pi : \mathcal{D} \to \mathcal{D} \) be a bijection such that for all \( j \in \mathcal{D} \):

- \( \sigma^*(\pi(j)) = \sigma^*(j) \);
- if \( \sigma(\pi(j)) = \sigma(j) \) then \( \sigma(j) \) captures \( \sigma^*(j) \); and
- if \( \sigma(j) \in A_i \) and \( \sigma(\pi(j)) \in A_i \) for some \( i \in \{1, \ldots, r\} \), then \( A_i \) captures \( \sigma^*(j) \).

Such a mapping \( \pi \) can be obtained almost identically as in the proof of Theorem 22.17.

We now define a set of swaps \( (A, B) \) with \( |A| = |B| \leq p \), \( A \subseteq X \) and \( B \subseteq X^* \). Each swap will be associated with a positive weight. The swap \( (A, B) \) means that \( X \) is replaced by \( X' := (X \setminus A) \cup B \); we say that \( A \) is the source set and \( B \) is the target set.

For each \( i \in \{1, \ldots, r\} \) with \( |A_i| \leq p \), we consider the swap \( (A_i, B_i) \) with weight 1. For each \( i \in \{1, \ldots, r\} \) with \( |A_i| = q > p \), we consider the swap \( (\{x\}, \{y\}) \) with weight \( \frac{1}{q-1} \) for each \( x \in A_i \setminus \{x\} \) and \( y \in B_i \). Each \( y \in X^* \) appears in the target set of swaps of total weight 1, and each \( x \in X \) appears in the source set of swaps of total weight at most \( \frac{p+1}{p} \).

We reassign customers as in the case of single swaps. More precisely, for a swap \( (A, B) \) we reassign all \( j \in \mathcal{D} \) with \( \sigma^*(j) \in B \) to \( \sigma^*(j) \) and all \( j \in \mathcal{D} \) with \( \sigma^*(j) \notin B \) and \( \sigma(j) \in A \) to \( \sigma(\pi(j)) \). Note that we have \( B \supseteq C(A) \) for each of the considered swaps \( (A, B) \). Thus, for all \( j \in \mathcal{D} \) with \( \sigma(j) \in A \) and \( \sigma^*(j) \notin B \) we have \( \sigma(\pi(j)) \notin A \). Therefore we can bound the increase in cost due to the swap as follows:

\[
0 \leq c_S(X') - c_S(X) \\
\leq \sum_{j \in \mathcal{D}, \sigma^*(j) \in B} (c_{\sigma^*(j)} - c_{\sigma(j)}) + \sum_{j \in \mathcal{D}, \sigma(j) \in A, \sigma^*(j) \notin B} (c_{\sigma(\pi(j))} - c_{\sigma(j)}) \\
\leq \sum_{j \in \mathcal{D}, \sigma^*(j) \in B} (c_{\sigma^*(j)} - c_{\sigma(j)}) + \sum_{j \in \mathcal{D}, \sigma(j) \in A} (c_{\sigma(\pi(j))} - c_{\sigma(j)})
\]

as \( c_{\sigma(\pi(j))} \geq c_{\sigma(j)} \) by definition of \( \sigma \). Hence taking the weighted sum over all swaps yields

\[
0 \leq \sum_{j \in \mathcal{D}} (c_{\sigma^*(j)} - c_{\sigma(j)}) + \frac{p+1}{p} \sum_{j \in \mathcal{D}} (c_{\sigma(\pi(j))} - c_{\sigma(j)}) \\
\leq c_S(X^*) - c_S(X) + \frac{p+1}{p} \sum_{j \in \mathcal{D}} (c_{\sigma^*(j)} + c_{\sigma^*(j)\pi(j)} + c_{\sigma(\pi(j))\pi(j)} - c_{\sigma(j)})
\]
and

\( y \) (Corollary 22.18, Lemma 22.15 and Theorem 22.19 imply a approximation algorithm for any \( \epsilon > 0 \). This is the currently best known approximation guarantee for the Metric \( k \)-Median Problem.

We can apply similar techniques to the Metric Uncapacitated Facility Location Problem and obtain a simple approximation algorithm based on local search:

**Theorem 22.20.** (Arya et al. [2004]) Consider an instance of the Metric Uncapacitated Facility Location Problem. Let \( X \) and \( X^* \) be any feasible solutions. If neither \( X \setminus \{x\} \) nor \( X \setminus \{y\} \) nor \( (X \setminus \{x\}) \cup \{y\} \) is better than \( X \) for any \( x \in X \) and \( y \in F \setminus X \), then \( c_S(X) \leq c_F(X^*) + c_S(X^*) \) and \( c_F(X) \leq c_F(X^*) + 2c_S(X^*) \).

**Proof:** We use the same notation as in the previous proofs. In particular, let \( \sigma \) and \( \sigma^* \) be optimum assignments of the customers to \( X \) and \( X^* \), respectively.

The first inequality is easily proved by considering, for each \( y \in X^* \), the operation of adding \( y \) to \( X \), which increases the cost by at most \( f_y + \sum_{j \in D: \sigma^*(j) = y} (c_{\sigma^*(j)j} - c_{\sigma(j)j}) \). Summing these values up yields that \( c_F(X^*) + c_S(X^*) - c_S(X) \) is nonnegative.

Let again \( \pi : D \rightarrow D \) be a bijection such that for all \( j \in D \):

1. \( \sigma^*(\pi(j)) = \sigma^*(j) \);
2. if \( \sigma(\pi(j)) = \sigma(j) \) then \( \sigma(j) \) captures \( \sigma^*(j) \) and \( \pi(j) = j \).

Such a mapping \( \pi \) can be obtained as in the proof of Theorem 22.17 after fixing \( \pi(j) := j \) for \( |\{j \in D : \sigma^*(j) = y, \sigma(j) = x\}| - |\{j \in D : \sigma^*(j) = y, \sigma(j) \neq x\}| \) elements \( j \in D \) with \( \sigma^*(j) = y \) and \( \sigma(j) = x \) for any pair \( x \in X \), \( y \in X^* \) where \( x \) captures \( y \).

To bound the facility cost of \( X \), let \( x \in X \), and let \( D_x := \{ j \in D : \sigma(j) = x \} \). If \( x \) does not capture any \( y \in X^* \), we consider dropping \( x \) and reassigning each \( j \in D_x \) to \( \sigma(\pi(j)) \in X \setminus \{x\} \). Hence

\[
0 \leq -f_x + \sum_{j \in D_x} (c_{\sigma(\pi(j))j} - c_{xj}). \tag{22.10}
\]

If the set \( C(\{x\}) \) of facilities captured by \( x \) is nonempty, let \( y \in C(\{x\}) \) be a nearest facility in \( C(\{x\}) \) (i.e. \( \min_{j \in D} (c_{xj} + c_{yj}) \) is minimum). We consider the addition of each facility \( y' \in C(\{x\}) \setminus \{y\} \), which increases the cost by at least zero and at most

\[
f_{y'} + \sum_{j \in D_x : \sigma^*(j) = y', \sigma(j) = j} (c_{\sigma^*(j)j} - c_{xj}). \tag{22.11}
\]
Moreover, we consider the swap \((\{x\}, \{y\})\). For \(j \in \mathcal{D}_x\) we reassign \(j\) to \(\sigma(\pi(j))\) if \(\pi(j) \neq j\), and to \(y\) otherwise.

The new service cost for \(j \in \mathcal{D}_x\) is at most \(c_{\sigma(\pi(j))j}\) in the first case, \(c_{\sigma^*(j)j}\) if \(\pi(j) = j\) and \(\sigma^*(j) = y\), and

\[
c_{xj} \leq c_{xj} + \min_{k \in \mathcal{D}} (c_{xk} + c_{sk}) \leq c_{xj} + \min_{k \in \mathcal{D}} (c_{xk} + c_{\sigma^*(j)k}) \leq 2c_{xj} + c_{\sigma^*(j)j}
\]

otherwise, where the second inequality holds because \(x\) captures \(\sigma^*(j)\) if \(\pi(j) = j\).

Altogether, the swap from \(x\) to \(y\) increases the cost by at least zero and at most

\[
f_y - f_x - \sum_{j \in \mathcal{D}_x} c_{xj} + \sum_{j \in \mathcal{D}_x : \pi(j) \neq j} c_{\sigma(\pi(j))j} + \sum_{j \in \mathcal{D}_x : \pi(j) = j, \sigma^*(j) = y} 2c_{xj} + c_{\sigma^*(j)j}
\]

Adding the nonnegative terms (22.11) and (22.12) yields

\[
0 \leq \sum_{y' \in C(\{x\})} f_{y'} - f_x + \sum_{j \in \mathcal{D}_x : \pi(j) \neq j} (c_{\sigma(\pi(j))j} - c_{xj}) + \sum_{j \in \mathcal{D}_x : \pi(j) = j, \sigma^*(j) = y} 2c_{\sigma^*(j)j} + \sum_{j \in \mathcal{D}_x : \pi(j) = j} c_{\sigma^*(j)j}.
\]

Summing (22.10) and (22.13), respectively, over all \(x \in X\) yields

\[
0 \leq \sum_{x \in X} \sum_{y' \in C(\{x\})} f_{y'} - c_F(X) + \sum_{j \in \mathcal{D} : \sigma(j) \neq j} (c_{\sigma(j)j} - c_{\sigma(j)j}) + 2 \sum_{j \in \mathcal{D} : \pi(j) = j} c_{\sigma(j)j}
\]

\[
\leq c_F(X^*) - c_F(X) + \sum_{j \in \mathcal{D} : \sigma(j) \neq j} (c_{\sigma(j)j} + c_{\sigma(j)j} + c_{\sigma(j)j} - c_{\sigma(j)j})
\]

\[
+ 2 \sum_{j \in \mathcal{D} : \pi(j) = j} c_{\sigma(j)j}
\]

\[
= c_F(X^*) - c_F(X) + 2c_S(X^*).
\]

With Lemma 22.15 this implies a \((3 + \epsilon)\)-factor approximation algorithm for any \(\epsilon > 0\). Combining this with Theorem 22.10, we get a 2.375-approximation algorithm (Exercise 11). Charikar and Guha [1999] proved the same approximation guarantee for a very similar local search algorithm.
### 22.7 Capacitated Facility Location Problems

A main advantage of local search algorithms is their flexibility; they can be applied to arbitrary cost functions and even in the presence of complicated additional constraints. For facility location problems with hard capacities, local search is the only technique that is currently known to yield an approximation guarantee.

There are several capacitated facility location problems. Mahdian and Pál [2003] defined the following general problem, which contains several important special cases:

<table>
<thead>
<tr>
<th>Universal Facility Location Problem</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Instance:</strong> Finite sets $D$ of customers and $F$ of potential facilities; a metric $c$ on $V := D \cup F$, i.e. distances $c_{ij} \geq 0$ ($i, j \in V$) with $c_{ii} = 0$, $c_{ij} = c_{ji}$ and $c_{ij} + c_{jk} \geq c_{ik}$ for all $i, j, k \in V$; a demand $d_{j} \geq 0$ for each $j \in D$; and for each $i \in F$ a cost function $f_{i} : \mathbb{R}<em>{+} \rightarrow \mathbb{R}</em>{+} \cup {\infty}$ which is left-continuous and non-decreasing.</td>
</tr>
<tr>
<td><strong>Task:</strong> Find $x_{ij} \in \mathbb{R}<em>{+}$ for $i \in F$ and $j \in D$, with $\sum</em>{i \in F} x_{ij} = d_{j}$ for all $j \in D$, such that $c(x) := c_{F}(x) + c_{S}(x)$ is minimum, where $c_{F}(x) := \sum_{i \in F} \left( \sum_{j \in D} x_{ij} \right)$ and $c_{S}(x) := \sum_{i \in F} \sum_{j \in D} c_{ij} x_{ij}$.</td>
</tr>
</tbody>
</table>

$f_{i}(z)$ can be interpreted as the cost of installing capacity $z$ at facility $i$. We have to specify how the functions $f_{i}$ are given. We assume an oracle that, for each $i \in F$, $u, c \in \mathbb{R}_{+}$ and $t \in \mathbb{R}$, computes $f_{i}(u)$ and $\max\{\delta \in \mathbb{R} : u + \delta \geq 0, f_{i}(u + \delta) - f_{i}(u) + |\delta| \leq t\}$. This is a natural assumption as this oracle can be implemented trivially for the most important special cases of the Universal Facility Location Problem. These are:

- the **Metric Uncapacitated Facility Location Problem.** Here $d_{j} = 1$ ($j \in D$), and $f_{i}(0) = 0$ and $f_{i}(z) = t_{i}$ for some $t_{i} \in \mathbb{R}_{+}$ and all $z > 0$ ($i \in F$).
- the **Metric Capacitated Facility Location Problem.** Here $f_{i}(0) = 0$, $f_{i}(z) = t_{i}$ for $0 < z \leq u_{i}$ and $f_{i}(z) = \infty$ for $z > u_{i}$, where $u_{i}, t_{i} \in \mathbb{R}_{+}$ ($i \in F$).
- the **Metric Soft-Capacitated Facility Location Problem.** Here $d_{j} = 1$ ($j \in D$), and $f_{i}(z) = \lceil \frac{z}{u_{i}} \rceil t_{i}$ for some $u_{i} \in \mathbb{N}$, $t_{i} \in \mathbb{R}_{+}$ and all $z \geq 0$ ($i \in F$).

Note that in the first and third case there is always an optimum integral solution. While this is trivial in the first case, it follows easily in the third case by taking an arbitrary optimum solution $y$ and applying the following observation to $d_{j} = 1$ for $j \in D$ and $z_{i} = \max\{z : f_{i}(z) \leq f_{i}(\sum_{j \in D} y_{ij})\} \in \mathbb{Z}_{+}$ for $i \in F$:

**Proposition 22.21.** Let $D$ and $F$ be finite sets, $d_{j} \geq 0$ ($j \in D$), $z_{i} \geq 0$ ($i \in F$) and $c_{ij} \geq 0$ ($i \in F, j \in D$) such that $\sum_{j \in D} d_{j} \leq \sum_{i \in F} z_{i}$. Then an optimum solution to
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Cycle-Cancelling Algorithm

Theorem 22.22. Consider an instance of the Uncapacitated Facility Location Problem. Proof: (22.14) is equivalent to the instance \((G, b, c)\) of the Hitchcock Problem, defined by \(G := (A \cup B, A \times B)\), \(A := \{v_j : j \in \mathcal{D}\} \cup \{0\}\), \(B := \{w_i : i \in \mathcal{F}\}\), \(b(v_j) := d_j\) for \(j \in \mathcal{D}\), \(b(w_i) = -z_i\) for \(i \in \mathcal{F}\), \(b(0) := \sum_{i \in \mathcal{F}} z_i - \sum_{j \in \mathcal{D}} d_j\), \(c(v_j, w_i) := c_{ij}\) and \(c(0, w_i) := 0\) for \(i \in \mathcal{F}\) and \(j \in \mathcal{D}\). Thus (22.14) can be solved in \(O(n^3 \log n)\) time by Theorem 9.16. If \(b\) is integral, the Minimum Mean Cycle-Cancelling Algorithm and the Successive Shortest Path Algorithm compute integral optimum solutions.

The soft-capacitated version can be reduced quite easily to the uncapacitated one, by a technique that has been proposed originally by Jain and Vazirani [2001]:

**Theorem 22.22.** (Mahdian, Ye and Zhang [2002]) Let \(\gamma_F\) and \(\gamma_S\) be constants and \(A\) a polynomial-time algorithm such that, for every instance of the Metric Uncapacitated Facility Location Problem, \(A\) computes a solution \(X\) with \(c_F(X) + c_S(X) \leq \gamma_F c_F(X^*) + \gamma_S c_S(X^*)\) for each \(0 \neq X^* \subseteq \mathcal{F}\). Then there is a \((\gamma_F + \gamma_S)\)-factor approximation algorithm for the Metric Soft-Capacitated Facility Location Problem.

**Proof:** Consider an instance \(I = (\mathcal{F}, \mathcal{D}, (c_{ij})_{i \in \mathcal{F}, j \in \mathcal{D}}, (f_i)_{i \in \mathcal{F}})\) of the Metric Soft-Capacitated Facility Location Problem, where \(f_i(z) = \lceil \frac{z}{u_i} \rceil t_i\) for \(i \in \mathcal{F}\) and \(z \in \mathbb{R}_+\). We transform it to the instance \(I' = (\mathcal{F}, \mathcal{D}, (f'_i)_{i \in \mathcal{F}}, (c'_{ij})_{i \in \mathcal{F}, j \in \mathcal{D}})\) of the Metric Uncapacitated Facility Location Problem by setting \(f'_i := t_i\) and \(c'_{ij} := c_{ij} + \frac{1}{u_i}\) for \(i \in \mathcal{F}\) and \(j \in \mathcal{D}\). (Note that \(c'\) is metric whenever \(c\) is metric.) We apply \(A\) to \(I'\) and find a solution \(X \in \mathcal{F}\) and an assignment \(\sigma : \mathcal{D} \rightarrow \mathcal{X}\). Set \(x_{ij} := 1\) if \(\sigma(j) = i\) and \(x_{ij} := 0\) otherwise. If \(\sigma^* : \mathcal{D} \rightarrow \mathcal{F}\) is an optimum solution to \(I\), where \(X^* := \{i \in \mathcal{F} : \exists j \in \mathcal{D} : \sigma^*(j) = i\}\) is the set of facilities opened at least once,

\[
c_F(X) + c_S(x) = \sum_{i \in \mathcal{X}} \left\lfloor \frac{\lceil \sum_{j \in \mathcal{D} : \sigma(j) = i} t_j \rceil}{u_i} \right\rfloor t_i + \sum_{j \in \mathcal{D}} c_{\sigma(j), j}
\]

\[
\leq \sum_{i \in \mathcal{X}} t_i + \sum_{j \in \mathcal{D}} c'_{\sigma(j), j}
\]

\[
\leq \gamma_F \sum_{i \in \mathcal{X}^*} t_i + \gamma_S \sum_{j \in \mathcal{D}} c'_{\sigma^*(j), j}
\]

\[
\leq (\gamma_F + \gamma_S) \sum_{i \in \mathcal{X}^*} \left\lfloor \frac{\lceil \sum_{j \in \mathcal{D} : \sigma^*(j) = i} t_j \rceil}{u_i} \right\rfloor t_i + \gamma_S \sum_{j \in \mathcal{D}} c_{\sigma^*(j), j}.
\]

\(\square\)
Corollary 22.23. The Metric Soft-Capacitated Facility Location Problem has a 2.89-factor approximation algorithm.

Proof: Apply Theorem 22.22 to the Dual Fitting Algorithm (Corollary 22.7(c)); here $\gamma_F = 1.11$ and $\gamma_S = 1.78$. □

See Exercise 10 for a better approximation guarantee.

When dealing with hard capacities, we have to allow the demand of customers to be split, i.e. assigned to multiple open facilities: if we do not allow splitting, we cannot expect any result as even deciding whether a feasible solution exists at all is $NP$-complete (this contains the Partition problem; cf. Corollary 15.28).

The first approximation algorithm for the Metric Capacitated Facility Location Problem was due to Pál, Tardos and Wexler [2001], extending an earlier result for a special case by Korupolu, Plaxton and Rajaraman [2000]. The approximation guarantee was then improved to 5.83 by Zhang, Chen and Ye [2004]. For the special case of uniform facility opening costs, Levi, Shmoys and Swamy [2004] obtained a 5-factor approximation algorithm by rounding an LP relaxation.

The work by Pál, Tardos and Wexler [2001] has been generalized to the so-called Universal Facility Location Problem by Mahdian and Pál [2003]. They obtained a 7.88-factor approximation algorithm. In the next section we present a local search algorithm that yields a performance guarantee of 6.702 for the Universal Facility Location Problem. But let us first note the following.

Lemma 22.24. (Mahdian and Pál [2003]) Every instance of the Universal Facility Location Problem has an optimum solution.

Proof: If there is no solution with finite cost, any solution is optimum. Otherwise let $(x^i)_{i \in \mathbb{N}}$ be a sequence of solutions whose costs approach the infimum $c^* \in \mathbb{R}_+$ of the set of costs of feasible solutions. As this sequence is bounded, there is a subsequence $(x^{i_j})_{j \in \mathbb{N}}$ converging to some $x^*$. $x^*$ is feasible. As all $f_i$ are left-continuous and non-decreasing, we have $c(x^*) = c(\lim_{j \to \infty} x^{i_j}) \leq \lim_{j \to \infty} c(x^{i_j}) = c^*$, i.e. $x^*$ is optimum. □

22.8 Universal Facility Location

In this section, based on Vygen [2005b], we present a local search algorithm for the Universal Facility Location Problem. It uses two operations. First, for $t \in \mathcal{F}$ and $\delta \in \mathbb{R}_+$ we consider the operation $\text{ADD}(t, \delta)$, which consists in replacing the current feasible solution $x$ by an optimum solution $y$ to the following problem:

$$
\min \left\{ c_S(y) : y_{ij} \geq 0 (i \in \mathcal{F}, j \in \mathcal{D}), \sum_{i \in \mathcal{F}} y_{ij} = d_j (j \in \mathcal{D}), \right.
$$

$$
\sum_{j \in \mathcal{D}} y_{ij} \leq \sum_{j \in \mathcal{D}} x_{ij} (i \in \mathcal{F} \setminus \{t\}), \sum_{j \in \mathcal{D}} y_{ij} \leq \sum_{j \in \mathcal{D}} x_{ij} + \delta \left. \right\}. \tag{22.15}
$$
We denote by \( c^x(t, \delta) := c_S(y) - c_S(x) + f_i(\sum_{j \in D} x_{ij} + \delta) - f_i(\sum_{j \in D} x_{ij}) \) the estimated cost of this operation; this is an upper bound on \( c(y) - c(x) \).

**Lemma 22.25.** (Mahdian and Pál [2003]) Let \( \epsilon > 0 \). Let \( x \) be a feasible solution to a given instance, and let \( t \in F \). Then there is an algorithm with running time \( O(|V|^3 \log |V| \epsilon^{-1}) \) that finds a \( \delta \in \mathbb{R}_+ \) with \( c^x(t, \delta) \leq -\epsilon c(x) \) or decides that no \( \delta \in \mathbb{R}_+ \) exists for which \( c^x(t, \delta) \leq -2\epsilon c(x) \).

**Proof:** We may assume that \( c(x) > 0 \). Let \( C := \{ v \in c(x) : v \in \mathbb{Z}_+, v \leq \lceil \frac{1}{\epsilon} \rceil \} \). For each \( \gamma \in C \) let \( \delta_\gamma \) be the maximum \( \delta \in \mathbb{R}_+ \) for which \( f_i(\sum_{j \in D} x_{ij} + \delta) - f_i(\sum_{j \in D} x_{ij}) \leq \gamma \). We compute \( c^x(t, \delta_\gamma) \) for all \( \gamma \in C \).

Suppose there is a \( \delta \in \mathbb{R}_+ \) with \( c^x(t, \delta) \leq -2\epsilon c(x) \). Then consider

\[
\gamma := \epsilon c(x) \left[ \frac{1}{\epsilon c(x)} \left( f_i \left( \sum_{j \in D} x_{ij} + \delta \right) - f_i \left( \sum_{j \in D} x_{ij} \right) \right) \right] \in C.
\]

Note that \( \delta_\gamma \geq \delta \) and hence \( c^x(t, \delta_\gamma) < c^x(t, \delta) + \epsilon c(x) \leq -\epsilon c(x) \).

The running time is dominated by solving \(|C|\) problems of the type (22.15). Hence the running time follows from Proposition 22.21.

If there is no sufficiently profitable ADD operation, the service cost can be bounded. The following result is essentially due to Pál, Tardos and Wexler [2001]:

**Lemma 22.26.** Let \( \epsilon > 0 \), and let \( x, x^* \) be feasible solutions to a given instance, and let \( c^x(t, \delta) \geq -\frac{\delta}{|F|} c(x) \) for all \( t \in F \) and \( \delta \in \mathbb{R}_+ \). Then \( c_S(x) \leq c_F(x^*) + c_S(x^*) + \epsilon c(x) \).

**Proof:** Consider the (complete bipartite) digraph \( G = (D \cup F, (D \times F) \cup (F \times D)) \) with edge weights \( c((j, i)) := c_{ij} \) and \( c((i, j)) := -c_{ij} \) for \( i \in F \) and \( j \in D \). Let \( b(i) := \sum_{j \in D} (x_{ij} - x_{ij}^*) \) for \( i \in F \), \( S := \{i \in F : b(i) > 0\} \) and \( T := \{i \in F : b(i) < 0\} \).

Define a \( b \)-flow \( g : E(G) \rightarrow \mathbb{R}_+ \) by \( g(i, j) := \max\{0, x_{ij} - x_{ij}^*\} \) and \( g(j, i) := \max\{0, x_{ij}^* - x_{ij}\} \) for \( i \in F, j \in D \).

Write \( g \) as the sum of \( b \)-flows \( g_t \) for \( t \in T \), where \( b_t(t) = b(t), b_t(v) = 0 \) for \( v \in T \setminus \{t\} \) and \( 0 \leq b_t(v) \leq b(v) \) for \( v \in V(G) \setminus T \). (This can be done by standard flow decomposition techniques.)

For each \( t \in T \), \( g_t \) defines a feasible way to reassign customers to \( t \), i.e., a new solution \( x_t^* \) defined by \( x_{ij}^* := x_{ij} + g_t(j, i) - g_t(i, j) \) for \( i \in F, j \in D \). We have \( c_S(x_t^*) = c_S(x) + \sum_{e \in E(G)} c(e) g_t(e) \) and hence

\[
c^x(t, -b(t)) \leq \sum_{e \in E(G)} c(e) g_t(e) + f_i \left( \sum_{j \in D} x_{ij}^* \right) - f_i \left( \sum_{j \in D} x_{ij} \right).
\]

If the left-hand side is at least \(-\frac{\delta}{|F|} c(x)\) for each \( t \in T \), summation yields
\[ -c(x) \leq \sum_{e \in E(G)} c(e)g(e) + \sum_{i \in T} f_t \left( \sum_{j \in D} x_{ij}^* \right) \]
\[ \leq \sum_{e \in E(G)} c(e)g(e) + c_F(x^*) \]
\[ = c_S(x^*) - c_S(x) + c_F(x^*). \]

We will now describe the second type of operation. Let \( x \) be a feasible solution for a given instance of the Universal Facility Location Problem. Let \( A \) be an arborescence with \( V(A) \subseteq F \) and \( \delta \in \Delta^x_A := \{ \delta \in \mathbb{R}^{V(A)} : \sum_{j \in D} x_{ij} + \delta_i \geq 0 \text{ for all } i \in V(A), \sum_{i \in V(A)} \delta_i = 0 \} \).

Then we consider the operation \( \text{Pivot}(A, \delta) \), which consists in replacing \( x \) by a solution \( x' \) with \( \sum_{j \in D} x'_{ij} = \sum_{j \in D} x_{ij} + \delta_i \) for \( i \in V(A) \), \( \sum_{j \in D} x'_{ij} = \sum_{j \in D} x_{ij} \) for \( i \in F \setminus V(A) \) and \( c(x') \leq c(x) + c^x(A, \delta) \), where \( c^x(A, \delta) := \sum_{i \in V(A)} c^x_{A,i}(\delta) \) and

\[ c^x_{A,i}(\delta) := f_t \left( \sum_{j \in D} x_{ij} + \delta_i \right) - f_t \left( \sum_{j \in D} x_{ij} \right) + \sum_{l \in A_i^+} \delta_l c_{ip(l)} \]

for \( i \in V(A) \). Here \( A_i^+ \) denotes the set of vertices reachable from \( i \) in \( A \), and \( p(i) \) is the predecessor of \( i \) in \( A \) (and arbitrary if \( i \) is the root). Such an \( x' \) can be constructed easily by moving demand along the edges in \( A \) in reverse topological order. Note that the orientation of \( A \) is irrelevant for \( c^x(A, \delta) \) and used only to simplify notation.

The operation will be performed if its estimated cost \( c^x(A, \delta) \) is sufficiently negative. This guarantees that the resulting local search algorithm stops after a polynomial number of improvement steps. We call \( \sum_{i \in V(A)} \sum_{l \in A_i^+} \delta_l c_{ip(l)} \) the estimated routing cost of \( \text{Pivot}(A, \delta) \).

We now show how to find an improving Pivot operation unless we are at an approximate local optimum:

**Lemma 22.27.** (Vygen [2005b]) Let \( \epsilon > 0 \) and \( A \) an arborescence with \( V(A) \subseteq F \). Let \( x \) be a feasible solution. Then there is an algorithm with running time \( O(|F|^4 \epsilon^{-3}) \) that finds a \( \delta \in \Delta^x_A \) with \( c^x(A, \delta) \leq -\epsilon c(x) \) or decides that no \( \delta \in \Delta^x_A \) exists for which \( c^x(A, \delta) \leq -2\epsilon c(x) \).

**Proof:** Number \( V(A) = \{1, \ldots, n\} \) in reverse topological order, i.e. for all \( (i, j) \in E(A) \) we have \( i > j \). For \( k \in V(A) \) with \((p(k), k) \in E(A)\) let \( B(k) := \{ i < k : (p(k), i) \in E(A) \} \) be the set of smaller siblings of \( k \), and let \( B(k) := \emptyset \) if \( k \) is the root of \( A \). Let \( I_k := \bigcup_{l \in B(k) \cup \{k\}} A_l^+ \), \( b(k) := \max(\{0\} \cup B(k)) \) and \( s(k) := \max(\{0\} \cup (A_k^+ \setminus \{k\})) \).

Let \( C := \{v\in \mathbb{Z} : v \in [p] - n \leq v \leq \lceil \frac{n}{2} \rceil + n\} \). We compute the table \((T_A^x(k, \gamma))_{k \in [0, \ldots, n], \gamma \in C} \), defined as follows. Let \( T_A^x(0, 0) := 0 \), \( T_A^x(0, \gamma) := 0 \) for all \( \gamma \in C \setminus \{0\} \), and for \( k = 1, \ldots, n \) let \( T_A^x(k, \gamma) \) be an optimum solution \( \delta \in \mathbb{R}^k \) of
max \left\{ \sum_{i \in I_k} \delta_i : \gamma' \in C, \ T_A^x(b(k), \gamma') \neq \emptyset, \ \delta_i = (T_A^x(b(k), \gamma'))_i \quad \text{for } i \in \bigcup_{l \in B(k)} A_l^+, \right. \\
\sum_{j \in D} x_{kj} + \delta_k \geq 0, \ \gamma' + \gamma'' + c_{A,k}^*(\delta) \leq \gamma \left. \right\}

if the set over which the maximum is taken is nonempty, and \( T_A^x(k, \gamma) := \emptyset \) otherwise.

Roughly, \( -\sum_{i \in I_l}(T_A^x(k, \gamma))_i \) is the minimum excess we get at the predecessor \( p(k) \) when moving demand from each vertex in \( I_k \) to its respective predecessor or vice versa, at a total rounded estimated cost of at most \( \gamma \).

Note that \( T_A^x(k, 0) \neq \emptyset \) for \( k = 0, \ldots, n \). Thus we can choose the minimum \( \gamma \in C \) such that \( T_A^x(n, \gamma) \neq \emptyset \) and \( \sum_{i=1}^n (T_A^x(n, \gamma))_i \geq 0 \). Then we choose \( \delta \in \Delta_A^x \) such that \( \delta_i = (T_A^x(n, \gamma))_i \) or \( 0 \leq \delta_i \leq (T_A^x(n, \gamma))_i \) for all \( i = 1, \ldots, n \) and \( |\sum_{i \in A^+} \delta_i| \leq |\sum_{i \in A^+} (T_A^x(n, \gamma))_i| \) for all \( i = 1, \ldots, n \). This can be done by setting \( \delta := T_A^x(n, \gamma) \) and repeatedly decreasing \( \delta_i \) for the maximum \( i \) for which \( \delta_i > 0 \) and \( \sum_{i \in A^+} \delta_i > 0 \) for all vertices \( k \) on the path from \( n \) to \( i \) in \( A \). Note that the property \( c^*(A, \delta) \leq \gamma \) is maintained. It remains to show that \( \gamma \) is small enough.

Suppose there exists an operation \( \text{Pivot}(A, \delta) \) with \( c^*(A, \delta) \leq -2\epsilon c(x) \). As \( c_{A,\delta}^x(\delta) \geq -f_i(\sum_{j \in D} x_{ij}) \geq -c(x) \) for all \( i \in V(A) \), this also implies \( c_{A,\delta}^x(\delta) < c_F(x) \leq c(x) \). Hence \( \gamma_i := \left[ c_{A,i}^x(\delta) - \frac{n}{\epsilon c(x)} \right] \frac{c(x)}{n} \in C \) for \( i = 1, \ldots, n \), and \( \sum_{i \in I} \gamma_i \in C \) for all \( I \subseteq \{1, \ldots, n\} \). Then an easy induction shows \( \sum_{i \in I_k}(T_A^x(k, \sum_{i \in I_k} \gamma_i))_i \geq \sum_{i \in I_k} \delta_i \) for \( k = 1, \ldots, n \). Hence we find a pivot operation with estimated cost at most \( \sum_{i=1}^n \gamma_i < c^*(A, \delta) + \epsilon c(x) \leq -\epsilon c(x) \).

The running time can be estimated as follows. We have to compute \( n|C| \) table entries, and for each entry \( T_A^x(k, \gamma) \) we try all values of \( \gamma', \gamma'' \in C \). This yields values \( \delta_i \) for \( i \in I_k \setminus \{k\} \), and the main step is to compute the maximum \( \delta_k \) for which \( \gamma' + \gamma'' + c_{A,k}^*(\delta) \leq \gamma \). This can be done directly with the oracle that we assumed for the functions \( f_i, i \in F \). The final computation of \( \delta \) from \( T_A^x(n, \gamma) \), \( \gamma \in C \), is easily done in linear time. Hence the overall running time is \( O(n|C|^3) = O(|F|^4\epsilon^{-3}) \).

We consider \( \text{Pivot}(A, \delta) \) for special arborescences: stars and comets. \( A \) is called the star centered at \( v \) if \( A = (F, \{(v, w) : w \in F \setminus \{v\}\}) \) and the comet with center \( v \) and tail \( (t, s) \) if \( A = (F, \{(t, s)\} \cup \{(v, w) : w \in F \setminus \{v, s\}\}) \) and \( v, t, s \) are distinct elements of \( F \). Note that there are less than \(|F|^3 \) stars and comets.

We will now show that an (approximate) local optimum has low facility cost.

**Lemma 22.28.** Let \( x, x^* \) be feasible solutions to a given instance, and let \( c^*(A, \delta) \geq -\frac{\epsilon}{|F|} c(x) \) for all stars and comets \( A \) and \( \delta \in \Delta_A^x \). Then \( c_F(x) \leq 4c_F(x^*) + 2c_S(x^*) + 2c_S(x) + \epsilon c(x) \).

**Proof:** We use the notation of Lemma 22.26 and consider the following instance of the Hitchcock Problem:
minimize \[ \sum_{s \in S, t \in T} c_{st} y(s, t) \]
subject to \[ \sum_{t \in T} y(s, t) = b(s) \quad \text{for all } s \in S, \]
\[ \sum_{s \in S} y(s, t) = -b(t) \quad \text{for all } t \in T, \]
\[ y(s, t) \geq 0 \quad \text{for all } s \in S, t \in T. \] (22.16)

It is well-known from min-cost flow theory that there exists an optimum solution \( y : S \times T \to \mathbb{R}_+ \) of (22.16) such that \( F := (S \cup T, \{(s, t) : y(s, t) > 0\}) \) is a forest (this is proved just like Theorem 9.6; cf. Exercise 13 of Chapter 9).

As \( (b_t(s))_{s \in S, t \in T} \) is a feasible solution of (22.16), we have
\[
\sum_{s \in S, t \in T} c_{st} y(s, t) \leq \sum_{s \in S, t \in T} c_{st} b_t(s) = \sum_{s \in S, t \in T} c_{st} (g_t(\delta^+(s)) - g_t(\delta^-(s))) \leq \sum_{e \in E(G)} |c(e)| g(e) \leq c_S(x^*) + c_S(x).
\] (22.17)

We will now define at most \(|F|\) \textsc{Pivot} operations. We say that an operation \textsc{Pivot}(\(A, \delta\)) closes \( s \in S \) (with respect to \( x \) and \( x^* \)) if \[ \sum_{j \in D} x_{sj}^e + \delta_s = \sum_{j \in \Delta} x_{sj}^e. \] We say that it opens \( t \in T \) if \[ \sum_{j \in D} x_{ij}^e < \sum_{j \in \Delta} x_{ij}^e + \delta_t \leq \sum_{j \in \Delta} x_{ij}^e. \] Over all operations that we are going to define, each \( s \in S \) will be closed once, and each \( t \in T \) will be opened at most four times. Moreover, the total estimated routing cost will be at most \( 2 \sum_{s \in S, t \in T} c_{st} y(s, t) \). Thus the total estimated cost of the operations will be at most \( 4c_F(x^*) + 2c_S(x^*) + 2c_S(x) - c_F(x) \). This will prove the lemma.

To define the operations, orient \( F \) as a branching \( B \) each of whose components is rooted at an element of \( T \). Write \( y(e) := y(s, t) \) if \( e \in E(B) \) has endpoints \( s \in S \) and \( t \in T \). A vertex \( v \in V(B) \) is called weak if \( y(\delta^+_B(v)) > y(\delta^-_B(v)) \) and strong otherwise. We denote by \( \Gamma^+_w(v), \Gamma^+_w(v) \) and \( \Gamma^+(v) \) the set of strong, weak, and all children of \( v \in V(B) \) in \( B \), respectively.

Let \( t \in T \), and let \( \Gamma^+_w(t) = \{w_1, \ldots, w_k\} \) be the weak children of \( t \) ordered such that \( r(w_1) \leq \cdots \leq r(w_k) \), where \( r(w_i) := \max \{0, y(w_i, t) - \sum_{t' \in \Gamma^+_w(w_i)} y(w_i, t')\} \). Moreover, order \( \Gamma^+_s(t) = \{s_1, \ldots, s_l\} \) such that \( y(s_1, t) \geq \cdots \geq y(s_l, t) \).

Let us first assume \( k > 0 \). For \( i = 1, \ldots, k - 1 \) consider a \textsc{Pivot} with the star centered at \( w_i \), routing
- at most \( 2y(w_i, t') \) units of demand from \( w_i \) to each weak child \( t' \) of \( w_i \),
- \( y(w_i, t') \) units from \( w_i \) to each strong child \( t' \) of \( w_i \), and
- \( r(w_i) \) units from \( w_i \) to \( \Gamma^+_s(w_{i+1}) \),

closing \( w_i \) and opening a subset of \( \Gamma^+(w_i) \cup \Gamma^+_s(w_{i+1}) \). The estimated routing cost is at most
as $r(w_i) \leq r(w_{i+1}) \leq \sum_{t' \in \Gamma^+(w_{i+1})} y(w_{i+1}, t')$.

To define more PIVOT operations related to $t$, we distinguish three cases.

**Case 1:** $t$ is strong or $l = 0$. Then consider:
- a PIVOT with the star centered at $w_k$, routing
  - $y(w_k, t')$ units of demand from $w_k$ to each child $t'$ of $w_k$, and
  - $y(w_k, t)$ units from $w_k$ to $t$,

closing $w_k$ and opening $t$ and the children of $w_k$, and
- a PIVOT with the star centered at $t$, routing
  - at most $2y(s, t)$ units from each strong child $s$ of $t$ to $t$,

closing the strong children of $t$ and opening $t$. (In the case $l = 0$ the second PIVOT can be omitted.)

**Case 2:** $t$ is weak, $l \geq 1$, and $y(w_k, t) + y(s_1, t) \geq \sum_{i=2}^{l} y(s_i, t)$. Then consider:
- a PIVOT operation with the star centered at $w_k$, routing
  - $y(w_k, t')$ units of demand from $w_k$ to each child $t'$ of $w_k$, and
  - $y(w_k, t)$ units from $w_k$ to $t$,

closing $w_k$, opening the children of $w_k$, and opening $t$,
- a PIVOT operation with the star centered at $s_1$, routing
  - $y(s_1, t')$ units from $s_1$ to each child $t'$ of $s_1$, and
  - $y(s_1, t)$ units from $s_1$ to $t$,

closing $s_1$, opening the children of $s_1$, and opening $t$, and
- a PIVOT operation with the star centered at $t$, routing
  - at most $2y(s_i, t)$ units from $s_i$ to $t$ for $i = 2, \ldots, l$,

closing $s_2, \ldots, s_l$ and opening $t$.

**Case 3:** $t$ is weak, $l \geq 1$, and $y(w_k, t) + y(s_1, t) < \sum_{i=2}^{l} y(s_i, t)$. Then consider:
- a PIVOT operation with the comet with center $w_k$ and tail $(t, s_1)$, routing
  - $y(w_k, t')$ units of demand from $w_k$ to each child $t'$ of $w_k$,
  - $y(w_k, t)$ units from $w_k$ to $t$, and
  - at most $2y(s_1, t)$ units from $s_1$ to $t$,

closing $w_k$ and $s_1$ and opening $t$ and the children of $w_k$,
- a PIVOT operation with the star centered at $t$, routing
  - at most $2y(s_i, t)$ units from $s_i$ to $t$ for each odd element $i$ of $\{2, \ldots, l\}$,
a Pivot operation with the star centered at \( t \), routing

- at most \( 2y(s_i, t) \) units from \( s_i \) to \( t \) for each even element \( i \) of \( \{2, \ldots, l\} \),

closing the even elements of \( \{s_2, \ldots, s_l\} \) and opening \( t \).

In the case \( k = 0 \) we consider the same Pivot operations, except that the first one is omitted in Case 1 and 2 (where \( y(w_0, t) := 0 \)) and replaced by a Pivot with the star centered at \( t \) in Case 3, routing at most \( 2y(s, t) \) units from \( s_1 \) to \( t \), closing \( s_1 \) and opening \( t \).

We collect all these Pivot operations for all \( t \in T \). Then, altogether, we have closed each \( s \in S \) once and opened each \( t \in T \) at most four times, with a total estimated routing cost of at most \( 2\sum_{(s, t) \in E(F)} c_{st} y(s, t) \), which is at most \( 2c_S(x^*) + 2c_S(x) \) by (22.17). If none of the operations has an estimated cost of less than \( \frac{6}{\lvert F \rvert} c(x) \), we have \( -c(x) \leq -c_F(x) + 4c_F(x^*) + 2c_S(x^*) + 2c_S(x) \), as required. \(\square\)

From the previous results we can conclude:

**Theorem 22.29.** Let \( 0 < \epsilon \leq 1 \), and let \( x, x^* \) be feasible solutions to a given instance, and let \( c^\epsilon(t, \delta) = -\frac{\epsilon}{\lvert F \rvert} c(x) \) for \( t \in F \) and \( \delta \in \mathbb{R}_+ \) and \( c^A(A, \delta) > -\frac{\epsilon}{\lvert F \rvert} c(x) \) for all stars and comets \( A \) and \( \delta \in \Delta^A \). Then \( c(x) \leq (1 + \epsilon)(7c_F(x^*) + 5c_S(x^*)) \).

**Proof:** By Lemma 22.26 we have \( c_S(x) \leq c_F(x^*) + c_S(x^*) + \frac{\epsilon}{8} c(x) \), and by Lemma 22.28 we have \( c_F(x) \leq 4c_F(x^*) + 2c_S(x^*) + 2c_S(x) + \frac{\epsilon}{5} c(x) \). Hence \( c(x) = c_F(x) + c_S(x) \leq 7c_F(x^*) + 5c_S(x^*) + \frac{\epsilon}{5} c(x) \), implying \( c(x) \leq (1 + \epsilon)(7c_F(x^*) + 5c_S(x^*)) \). \(\square\)

We finally apply a standard scaling technique and obtain the main result of this section:

**Theorem 22.30.** (Vyg [2005b]) For every \( \epsilon > 0 \) there is a polynomial-time \((\frac{\sqrt{4\epsilon+7}}{2} + \epsilon)\)-approximation algorithm for the Universal Facility Location Problem.

**Proof:** We may assume \( \epsilon \leq \frac{1}{3} \). Let \( \beta := \frac{\sqrt{4\epsilon+5}}{2} \approx 0.7016 \). Set \( f_i'(z) := \beta f_i(z) \) for all \( z \in \mathbb{R}_+ \) and \( i \in \mathcal{F} \), and consider the modified instance.

Let \( x \) be any initial feasible solution. Apply the algorithms of Lemma 22.25 and Lemma 22.27 with \( \frac{6}{\lvert F \rvert} c(x) \) in place of \( \epsilon \). They either find an Add or Pivot operation that reduces the cost of the current solution \( x \) by at least \( \frac{6}{\lvert F \rvert} c(x) \), or they conclude that the prerequisites of Theorem 22.29 are fulfilled.

If \( x \) is the resulting solution, \( c_F' \) and \( c_F \) denote the facility cost of the modified and original instance, respectively, and \( x^* \) is any feasible solution, then \( c_F(x) + c_S(x) = \frac{1}{\beta} c_F'(x) + c_S(x) \leq \frac{1}{\beta} (6c_F'(x^*) + 4c_S(x^*) + \frac{6\epsilon}{8} c(x)) + c_F'(x^*) + c_S(x^*) + \frac{\epsilon}{5} c(x) \leq (6 + \beta)c_F(x^*) + (1 + \frac{3}{4})c_S(x^*) + \frac{3\epsilon}{4} c(x) = (6 + \beta)(c_F(x^*) + c_S(x^*)) + \frac{3\epsilon}{4} c(x) \). Hence \( c(x) \leq (1 + \epsilon)(6 + \beta)c(x^*) \).
Each iteration reduces the cost by a factor of at least $\frac{1}{1 - \frac{1}{\log(1 - \frac{\epsilon}{16})}} < \frac{16|\mathcal{F}|}{\epsilon}$, hence after $\log(1 - \frac{\epsilon}{16}) < \frac{16|\mathcal{F}|}{\epsilon}$ iterations the cost reduces at least by a factor of 2 (note that $\log x < x - 1$ for $0 < x < 1$). This implies a weakly polynomial running time. □

In particular, as $\sqrt{\frac{41}{2} + 7} < 6.702$, we have a 6.702-factor approximation algorithm. This is the best approximation guarantee known today.

**Exercises**

1. Show that the $k$-MEDIAN PROBLEM (without requiring metric service costs) has no constant-factor approximation algorithm unless $P = NP$.

2. Consider an instance of the UNCAPACITATED FACILITY LOCATION PROBLEM. Prove that $c_S : 2^\mathcal{F} \to \mathbb{R}_+ \cup \{\infty\}$ is supermodular, where $c_S(X) := \sum_{j \in \mathcal{D}} \min_{i \in X} c_{ij}$.

3. Consider a different integer programming formulation of the UNCAPACITATED FACILITY LOCATION PROBLEM with a 0/1-variable $z_S$ for each pair $S \in \mathcal{F} \times 2^\mathcal{D}$:

   $$\text{minimize} \quad \sum_{S=(i,D) \in \mathcal{F} \times 2^\mathcal{D}} \left( f_i + \sum_{j \in \mathcal{D}} c_{ij} \right) z_S$$

   subject to

   $$\sum_{S=(i,D) \in \mathcal{F} \times 2^\mathcal{D} : j \in D} z_S \geq 1 \quad (j \in \mathcal{D})$$

   $$z_S \in \{0, 1\} \quad (S \in \mathcal{F} \times 2^\mathcal{D})$$

   Consider the natural LP relaxation and its dual. Show how to solve them in polynomial time (despite their exponential size). Show that the optimum LP value is the same as that of (22.2) and (22.3).

4. Consider the LP relaxation of a simple special case of the METRIC CAPACITATED FACILITY LOCATION PROBLEM, in which each facility can serve up to $u$ customers ($u \in \mathbb{N}$): This LP is obtained by extending (22.2) by the constraints $y_i \leq 1$ and $x_{ij} \leq uy_i$ for $i \in \mathcal{F}$ and $j \in \mathcal{D}$.

   Show that this class of LPs has an unbounded integrality gap, i.e. the ratio of the cost of an optimum integral solution over the optimum LP value can be arbitrary large.

   (Shmoys, Tardos and Aardal [1997])

5. Consider the UNCAPACITATED FACILITY LOCATION PROBLEM with the property that each customer $j \in \mathcal{D}$ is associated with a demand $d_j > 0$ and service costs per unit demand are metric, i.e. $\frac{c_{ij}}{d_j} + \frac{c_{i'j}}{d_j} + \frac{c_{i'j'}}{d_{j'}} \geq \frac{c_{ij'}}{d_{j'}}$ for $i, i' \in \mathcal{F}$ and $j, j' \in \mathcal{D}$. Modify the approximation algorithms for the case of unit demands and show that the same performance guarantees can be obtained in this more general case.
6. Consider the factor-revealing LP (22.7) for $\gamma_F = 1$. Show that the supremum of the optima for all $d \in \mathbb{N}$ is 2. (Jain et al. [2003])

7. Consider an instance of the **Metric Uncapacitated Facility Location Problem**. Now the task is to find a set $X \subseteq F$ such that $\sum_{j \in D} \min_{i \in X} c_{ij}^2$ is minimum. Find a constant-factor approximation algorithm for this problem. Try to achieve a performance ratio less than 3.

8. Combine Theorem 22.3 and Theorem 22.10 to show that the **Jain-Vazirani Algorithm** combined with scaling and greedy augmentation yields an approximation guarantee of $1/853$.

9. The **Max-k-Cover Problem** is defined as follows. Given a set system $(U, F)$ and a natural number $k$, find a subset $S \subseteq F$ with $|S| = k$ and $|\bigcup S|$ maximum. Prove that the natural greedy algorithm (iteratively picking a set covering as many new elements as possible) is an $(\frac{e}{e-1})$-factor approximation algorithm for the **Max-k-Cover Problem**.

10. Show that there is a 2-factor approximation algorithm for the **Metric Soft-Capacitated Facility Location Problem**. 
   **Hint:** Combine the proof of Theorem 22.22 with the analysis of the **Dual Fitting Algorithm**; here (22.6) can be strengthened. (Mahdian, Ye and Zhang [2003])

11. Combine local search (Theorem 22.20) with discretizing costs (Lemma 22.15) and scaling and greedy augmentation (Theorem 22.10) to obtain a 2.375-factor approximation algorithm for the **Metric Uncapacitated Facility Location Problem**.

12. Consider the special case of the **Universal Facility Location Problem** where the cost functions $f_i$ are linear for all $i \in F$. Describe a 3-factor approximation algorithm for this case.

13. Let $\alpha_0, \alpha_1, \ldots, \alpha_r \in \mathbb{R}_+$ with $\alpha_1 = \max_{i=1}^r \alpha_i$ and $S := \sum_{i=0}^r \alpha_i$. Show that there exists a partition $\{2, \ldots, r\} = I_0 \cup I_1$ with $\alpha_k + \sum_{i \in I_k} 2\alpha_i \leq S$ for $k = 0, 1$. 
   **Hint:** Sort the list and take every second element.

14. Consider a local search algorithm for the **Metric Capacitated Facility Location Problem** which, in addition to the algorithm in Section 22.8, has an additional operation, namely a **Pivot** on forests that are the disjoint union of two stars. It can be proved that this operation can be implemented in polynomial time in this special case. Show that with this additional operation one can obtain a performance ratio of 5.83. 
   **Hint:** Modify the proof of Lemma 22.28 using this new operation. Use Exercise 13. (Zhang, Chen and Ye [2004])
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Notation Index

N set of natural numbers \{1, 2, 3, \ldots\}
Z (Z+) set of (nonnegative) integers
Q (Q+) set of (nonnegative) rationals
R (R+) set of (nonnegative) real numbers
⊂ proper subset
⊆ subset or equal
∪ disjoint union
X \triangle Y symmetric difference of sets X and Y
∥x∥_2 Euclidean norm of a vector x
∥x∥_∞ infinity-norm of a vector x
x \mod y the unique number z with 0 \leq z < y and \frac{x-z}{y} \in \mathbb{Z}
X^T, A^T transpose of vector x and matrix A
\lfloor x \rfloor smallest integer greater than or equal to x
\lceil x \rceil greatest integer less than or equal to x
f = O(g) O-notation
f = \Theta(g) \Theta-notation
size(x) encoding length of x; length of the binary string x
log_x logarithm of x with basis 2
V(G) vertex set of graph G
E(G) edge set of graph G
G[X] subgraph of G induced by X \subseteq V(G)
G - v subgraph of G induced by V(G) \setminus \{v\}
G - e graph obtained by deleting edge e from G
G + e graph obtained by adding edge e to G
G + H sum of graphs G and H
G/X the graph resulting from G by contracting the subset X of vertices
E(X, Y) set of edges between X \setminus Y and Y \setminus X
E^+(X, Y) set of directed edges from X \setminus Y to Y \setminus X
\delta(X), \delta(v) E(X, V(G) \setminus X), E(\{v\}, V(G) \setminus \{v\})
\Gamma(X), \Gamma(v) set of neighbours of vertex set X, of vertex v
\delta^+(X), \delta^+(v) set of edges leaving vertex set X, vertex v
\delta^-(X), \delta^-(v) set of edges entering vertex set X, vertex v
2^S power set of S
$K_n$ complete graph on $n$ vertices 15
$P_{[x,y]}$ $x$-$y$-subpath of $P$ 16
$\text{dist}(v, w)$ length of the shortest $x$-$y$-path 16
$c(F) = \sum_{e \in F} c(e)$ (assuming that $c : E \to \mathbb{R}$ and $F \subseteq E$) 16
$K_{n,m}$ complete bipartite graph on $n$ and $m$ vertices 32
$\text{cr}(J, l)$ number of times the polygon $J$ crosses line $l$ 34, 508
$G^*$ planar dual of $G$ 40
$e^*$ an edge of $G^*$; the dual of $e$ 40
$x^\top y$, $xy$ scalar product of the vectors $x$ and $y$ 49
$x \leq y$ for vectors $x$ and $y$: inequality holds in each component 49
$\text{rank}(A)$ the rank of matrix $A$ 50
$\dim X$ dimension of a nonempty set $X \subseteq \mathbb{R}^n$ 50
$I$ identity matrix 52
$e_j$ $j$-th unit vector 52
$A_J$ submatrix of $A$ consisting of the rows in $J$ only 53
$b_J$ subvector of $b$ consisting of the components with indices in $J$ 53
$I$ vector whose components are all one 56
$\text{conv}(X)$ convex hull of all vectors in $X$ 60
$\det A$ determinant of a matrix $A$ 66
$\text{sgn}(\pi)$ signum of permutation $\pi$ 66
$E(A, x)$ ellipsoid 74
$B(x, r)$ Euclidean ball with center $x$ and radius $r$ 74
$\text{volume}(X)$ volume of the non-empty set $X \subseteq \mathbb{R}^n$ 75
$||A||$ norm of matrix $A$ 76
$X^\circ$ polar set of $X$ 87
$P_I$ integer hull of polyhedron $P$ 91
$\Xi(A)$ maximum absolute value of the subdeterminants of matrix $A$ 92
$P', P^{(i)}$ first and $i$-th Gomory-Chvátal truncation of $P$ 107
$LR(\lambda)$ Lagrangean relaxation 110
$\delta(X_1, \ldots, X_p)$ multicut 133
$c_\pi((x, y))$ reduced cost of edge $(x, y)$ with respect to $\pi$ 147
$(\bar{G}, \bar{c})$ metric closure of $(G, c)$ 149
$\text{ex}_f(v)$ difference between incoming and outgoing flow of $v$ 157
$\text{value}(f)$ value of an $s$-$t$-flow $f$ 157
$G$ digraph resulting from $G$ by adding the reverse edges 159
$e$ reverse edge of directed edge $e$ 159
$u_f(e)$ residual capacity of edge $e$ with respect to flow $f$ 159
$G_f$ residual graph with respect to flow $f$ 159
$G_f^L$ level graph of $G_f$ 166
$\lambda_{st}$ minimum capacity of a cut separating $s$ and $t$ 173
$\lambda(G)$ minimum capacity of a cut in $G$ (edge-connectivity) 180
\( \nu(G) \) maximum cardinality of a matching in \( G \) 216
\( \tau(G) \) minimum cardinality of a vertex cover in \( G \) 216
\( T_G(x) \) Tutte matrix of \( G \), depending on vector \( x \) 218
\( q_G(X) \) number of odd connected components in \( G - X \) 220
\( \alpha(G) \) maximum cardinality of a stable set in \( G \) 238
\( \zeta(G) \) minimum cardinality of an edge cover in \( G \) 238
\( r(X) \) rank of \( X \) in an independence system 291
\( \sigma(X) \) closure of \( X \) in an independence system 291
\( M(G) \) cycle matroid of an undirected graph \( G \) 294
\( \rho(X) \) lower rank of \( X \) in an independence system 294
\( q(E, \mathcal{F}) \) rank quotient of an independence system \((E, \mathcal{F})\) 294
\( C(X, e) \) for \( X \in \mathcal{F} \): the unique circuit in \( X \cup \{e\} \) (or \( \emptyset \) if \( X \cup \{e\} \in \mathcal{F} \)) 299
\( (E, \mathcal{F}^*) \) dual of an independence system \((E, \mathcal{F})\) 299
\( P(f) \) polymatroid for a submodular function \( f \) 327
\( \sqcup \) blank symbol 344
\( \{0, 1\}^* \) set of all binary strings 344
\( P \) class of polynomially solvable decision problems 351
\( NP \) class of decision problems with certificates for yes-instances 352
\( \overline{x} \) negation of the literal \( x \) 355
\( coNP \) class of complements of problems in \( NP \) 365
\( OPT(x) \) value of an optimum solution for instance \( x \) 368
\( A(x) \) value of the output of algorithm \( A \) for an optimization problem on input \( x \) 368
\( \text{largest}(x) \) largest integer appearing in instance \( x \) 369
\( H(n) \) \( 1 + \frac{1}{2} + \frac{1}{3} + \cdots + \frac{1}{n} \) 378
\( \chi(G) \) chromatic number of \( G \) 386
\( \omega(G) \) maximum cardinality of a clique in \( G \) 386
\( \text{Exp}(X) \) expectation of the random variable \( X \) 393
\( \text{Prob}(X) \) probability of an event \( X \) 393
\( \text{SUM}(I) \) sum over all elements in \( I \) 425
\( \text{NF}(I) \) output of the NEXT-FIT ALGORITHM for instance \( I \) 427
\( \text{FF}(I) \) output of the FIRST-FIT ALGORITHM for instance \( I \) 427
\( \text{FFD}(I) \) output of the FIRST-FIT-DECREASING ALGORITHM for \( I \) 429
\( G_{i}^{(a,b)} \) shifted grid 507
\( Q(n) \) convex hull of the incidence vectors of the tours in \( K_n \) 519
\( HK(K_n, c) \) Held-Karp bound for the TSP instance \((K_n, c)\) 526
\( c_F(X), c_F(x) \) facility cost of a solution 539, 559
\( c_S(X), c_S(x) \) service cost of a solution 539, 559
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degree progression 16, 147, 151
Edmonds' Branching Algorithm 128, 129
Edmonds' Cardinality Matching Algorithm 231, 234–238, 249
Edmonds' Matroid Intersection Algorithm 309, 312
Edmonds-Karp Algorithm 164–166, 217
Edmonds-Rado Theorem 305, 307, 308
efficient algorithm 6
elementary step 5, 349
ellipsoid 74, 75, 89
Ellipsoid Method 65, 74–76, 81, 83, 84, 331, 388, 432, 522
empty graph 15
empty string 344
endpoints of a path 16
endpoints of an edge 13
enumeration 2, 527
equivalent problems 120
Euclidean Algorithm 68, 69, 73, 97
Euclidean ball 74
Euclidean norm 76
EUCLIDEAN STEINER TREE PROBLEM 469, 472, 531
EUCLIDEAN TRAVELING SALESMAN PROBLEM 506
EUCLIDEAN TSP 506, 507, 509, 511, 513, 530
Euler’s Algorithm 30, 31
Euler’s formula 35, 36, 301
Eulerian digraph 459
Eulerian graph 30, 42, 276, 459, 502
Eulerian walk 30, 275, 471, 502, 509
exact algorithm 368
expander graph 403
extreme point 60, 63

f-augmenting cycle 193, 194
f-augmenting path 159, 160
face of a polyhedron 50, 51
face of an embedded graph 33–35
facet 51, 62
facet-defining inequality 51, 524
facility 538
facility cost 539
facility location 114, 537, see (METRIC) UNCAPACITATED FACILITY LOCATION PROBLEM, see UNIVERSAL FACILITY LOCATION PROBLEM, see METRIC (SOFT-) CAPACITATED FACILITY LOCATION PROBLEM
factor-critical graph 221, 223–226
Farkas’ Lemma 59
fast matrix multiplication 149
feasible potential 147, 148, 194
feasible solution of an LP 49
feasible solution of an optimization problem 50, 368
feedback edge set 455
feedback number 455, 461
feedback vertex set see MINIMUM WEIGHT FEEDBACK VERTEX SET PROBLEM
FERNANDEZ-DE-LA-VEGA-LUEKER ALGORITHM 433, 437
FF see FIRST-FIT ALGORITHM
FFD see FIRST-FIT-DECREASING ALGORITHM
Fibonacci heap 123–125, 129, 145, 146, 179
Fibonacci number 89
finite basis theorem for polytopes 61
finitely generated cone 52, 53, 60

FIRST-FIT ALGORITHM 428, 429, 438
FIRST-FIT-DECREASING ALGORITHM 429, 430, 438
Five Colour Theorem 388
flow 157, see MAXIMUM FLOW PROBLEM, see MINIMUM COST FLOW PROBLEM, see MAXIMUM FLOW OVER TIME PROBLEM
– b- 191, 208
– blocking 166, 167, 183
– s-t- 157, 160, 161
flow conservation rule 157
Flow Decomposition Theorem 161
flow over time
– s-t- 207
flows over time 206
FLOYD-WARSHALL ALGORITHM 149, 150, 154
forbidden minor 45
FORD-FULKERSON ALGORITHM 160, 161, 164, 181, 217, 497
forest 17, see MAXIMUM WEIGHT FOREST PROBLEM, 135
forest polytope 138
four colour problem 388
Four Colour Theorem 388, 389
Fourier-Motzkin elimination 63
FPAS see fully polynomial approximation scheme
fractional b-matching problem 210
FRACTIONAL KNAPSACK PROBLEM 415–417
fractional matching polytope 247
fractional perfect matching polytope 247, 268, 269
FUJISHIGE’S ALGORITHM 167, 183
full component of a Steiner tree 473
full Steiner tree 473
full-dimensional polyhedron 50, 81
fully polynomial approximation scheme 391, 421, 422, 448, 449
fully polynomial asymptotic approximation scheme 391, 434, 437
fundamental circuit 20, 21, 43
fundamental cut 21, 282, 480
gain of an alternating walk 514
Gallai-Edmonds decomposition 238, 249, 252
Gallai-Edmonds Structure Theorem 237
GAUSSIAN ELIMINATION 54, 70–74, 80, 89
general blossom forest 232, 250, 260
GENERALIZED STEINER TREE PROBLEM 478, 481
Subject Index

Girth 35, 278

Goemans-Williamson Algorithm For Max-Sat 395, 397

Gomory’s cutting plane method 108

Gomory-Chvátal-truncation 107, 269

Gomory-Hu Algorithm 175, 178, 496

Gomory-Hu tree 173, 175, 178, 281, 282, 285, 480–482, 497

good algorithm 6

good characterization 222, 366

Graph 9, 13

– directed see digraph

– mixed 459, 462

– simple 13

– undirected 13

Graph Scanning Algorithm 24, 25

Graphic matroid 294, 301, 306, 318

greatest common divisor 68

greedoid 323–327, 339

Greedy algorithm 121, 303, 378

Greedy Algorithm For Greedoids 325, 326, 339

Greedy Algorithm For Set Cover 378

Greedy Algorithm For Vertex Cover 380

Greedy Colouring Algorithm 385, 409

Grid graphs 469

Grötschel-Lovász-Schrijver Algorithm 83, 84, 86, 435, 436, 455

Half-ellipsoid 75, 78

Hall condition 216

Hall’s Theorem 216, 217

Halting Problem 371

Hamiltonian Circuit 351, 352, 360

Hamiltonian circuit 16, 304, 318

Hamiltonian graph 16, 42

Hamiltonian Path 373

Hamiltonian path 16

handle 524

Heap 123

Heap order 124

Held-Karp bound 526–528

Hereditary graph property 45

Hermite normal form 97

Hilbert basis 93, 112

Hitchcock Problem 192

Hoffman’s circulation theorem 182

Hoffman-Kruskal Theorem 101, 103, 247

Hopcroft-Karp Algorithm 217, 240

Hungarian Method 268

Hypergraph 21

In-degree 14

Incidence matrix 24, 105

Incidence vector 61, 62

Incident 13

Independence oracle 303, 304, 316

Independence system 291, see Maximization Problem For Independence Systems, see Minimization Problem For Independence Systems

– dual 299, 300

Independent set 291

Induced subgraph 14

Infeasible LP 49, 58, 59

Inner blossom 232

Inner vertex 230, 232

Input size 6

Instance 351, 368

Integer hull 91

Integer Linear Inequalities 351, 352, 365

Integer Programming 91, 92, 351, 370, 432

Integral Flow Theorem 161

Integral polyhedron 97–99, 101, 374

Integrality constraints 91

Interior point algorithms 65, 82

Intersection of independence systems 308

Intersection of matroids 308

Interval graph 409

Interval matrix 114

Interval packing 114

Inverse of a matrix 71

Isolated vertex 14

Isomorphic graphs 14

Jain’s Algorithm 494, 495

Jain-Vazirani Algorithm 542

Job Assignment Problem 2, 8, 112, 157, 191, 215

Johnson’s Algorithm For Max-Sat 393, 394, 397

Jordan curve theorem 33

k-Center Problem 407, 408

k-connected graph 29, 163

k-edge-connected graph 29, 163

– strongly 183, 462

k-edge-connected subgraph 478, see Minimum Weight k-Edge-Connected Subgraph Problem

k-Facility Location Problem 550
Subject Index 591

k-factor approximation algorithm 377
  – asymptotic 390
k-MEDIAN PROBLEM 550
k-OPT ALGORITHM 513, 514
k-opt tour 513, 532
k-regular graph 14
k-restricted Steiner tree 473
K-TH HEAVIEST SUBSET 374
K_3,3 36, 40
K_5 36, 40
Karmarkar-Karp Algorithm 435–439
Karp reduction 354
key 123
Khachiyan’s theorem 80, 81
Knapsack Approximation Scheme 420, 421
Knapsack Problem 292, 415, 418–421, 423, 435, 436
Königsberg 30
König’s Theorem 113, 216, 239, 267
Kou-Markowsky-Berman Algorithm 472
Kruskal’s Algorithm 307
Kruskal’s Algorithm 121, 122, 129, 131, 137, 304, 325
Kuratowski’s Theorem 36, 38, 40, 45
L-reducible 402
L-reduction 401, 402, 469, 504
L_1-distance 1
L_∞-distance 1
Lagrange multipliers 111, 526
Lagrangian dual 111, 114, 526
Lagrangian relaxation 110–112, 114, 423, 525, 526, 550
laminar family 21–23, 105, 250, 260, 491
language 344, 350
Las Vegas algorithm 125, 353
leaf 17, 18
length (of a path or circuit) 16
length (of a string) 344
level (Euclidean TSP) 508
level graph 166
lexicographic rule 54
lexicographical order 3, 12
light Steiner tour 509
Lin-Kernighan Algorithm 515–517, 531
line 13
line graph 16
Linear Inequalities 351, 366
linear inequality system 59, 62, 80
linear program see LP
LINEAR PROGRAMMING 49, 52, 53, 65, 80–82, 351, 366
linear reduction 120
linear time 4
linear-time algorithm 6
linear-time graph algorithm 25
literal 355
local edge-connectivity 173, 184
local optimum 531
local search 513, 518, 519, 531, 553, 559
loop 14, 40, 42
loss of a Steiner tree 474
lower rank function 294
Löwner-John ellipsoid 75
LP 8, 49
  – dual 57, 89
  – primal 57
LP Duality Theorem see Duality Theorem
Lucchesi-Younger Theorem 454, 455
M-alternating ear-decomposition 224–226
M-alternating path 217
M-augmenting path 217, 218, 239
MA order 179, 184, 185
Manhattan Steiner Tree Problem 469, 472, 473
Marriage Theorem 217
matching 9, 15, see Cardinality
  Matching Problem, 216, see Maximum Weight Matching Problem, 265
  – b- 271, 272
  – perfect 215, 264
matching polytope 265
matrix norm 76
matroid 293, 295–297, 299, 306
matroid intersection 308, see Weighted Matroid Intersection Problem
Matroid Intersection Problem 309, 312, 314
Matroid Parity Problem 340
Matroid Partitioning Problem 313, 314
matroid polytope 131, 306, 327, 329
Max-3Sat 397, 400, 402, 403
Max-2Sat 408, 410
Max-Flow-Min-Cut property 302, 318
Max-Flow-Min-Cut Theorem 161, 303, 483
Max-Sat see Maximum Satisfiability, 394, 395, 397
maximal 16
Maximization Problem 303–307
Maximization Problem For Independence Systems 292, 421, 422
maximum 16
Maximum Clique Problem 399, 400, 410
Maximum Cut Problem 408, 410
Maximum Flow Over Time Problem 207
Maximum Matching Problem 236
Maximum Multicommodity Flow Problem 448
Maximum Satisfiability (Max-Sat) 393
Maximum Stable Set Problem 399, 400, 406, 407
Maximum Weight b-Matching Problem 271, 273, 285, 288
Maximum Weight Branching Problem 125, 126, 128, 293
Maximum Weight Clique Problem 388
Maximum Weight Cut Problem 286, 374, 408
Maximum Weight Forest Problem 120, 292
Maximum Weight Matching Problem 245, 293
Maximum Weight Stable Set Problem 292, 388
MAXSNP 403
MAXSNP-hard 402, 403, 405–407, 410, 468, 495, 504, 506
median see Weighted Median Problem – weighted 416
Menger’s Theorem 162–164, 183, 216, 287
Merge-Sort Algorithm 10, 11
method of conditional probabilities 393
Metric Bipartite TSP 531
Metric Capacitated Facility Location Problem 559, 561, 568, 569
metric closure 149, 154, 471
Metric k-Facility Location Problem 550, 553
Metric k-Median Problem 553, 555
Metric Soft-Capacitated Facility Location Problem 569
Metric Soft-Capacitated Facility Location Problem 559–561
Metric TSP 502–504, 506, 518, 526
Metric Uncapacitated Facility Location Problem 538, 541, 542, 546, 549, 557, 559
minimal 16
minimal face 52
Minimization Problem 304, 306, 307
Minimization Problem For Independence Systems 292, 302
minimum 16
Minimum Capacity Cut Problem 172, 173
Minimum Capacity T-Cut Problem 281, 282, 285, 288
Minimum Mean Cycle Algorithm 152, 287
Minimum Mean Cycle Problem 151, 152, 154
Minimum Mean Cycle-Cancelling Algorithm 196, 197
Minimum Set Cover Problem 378, 383
Minimum Spanning Tree Problem 120–122, 125, 129, 137, 292, 471, 472, 503, 526
Minimum Vertex Cover Problem 380, 381, 399, 407, 410, 504
Minimum Weight Arborescence Problem 126
Minimum Weight Edge Cover Problem 269, 380
Minimum Weight Feedback Vertex Set Problem 408, 409
Minimum Weight k-Edge-Connected Subgraph Problem 496
Minimum Weight Perfect Matching Problem 245–247, 254, 262, 263, 276, 277
Minimum Weight Rooted Arborescence Problem 126, 131, 132, 137, 183
Minimum Weight Set Cover Problem 378, 381, 382
Minimum Weight T-Join Problem 276–278, 280, 281, 286, 497
Minimum Weight Vertex Cover Problem 378, 382, 408
minor 36, 45
mixed graph 459, 462
mixed integer program 91
modular function 15, 16, 291, 326, 330
monotone set function 327
Subject Index 593

Monte Carlo algorithm 185, 353

**MOORE-BELLMAN-FORD ALGORITHM** 146, 148, 200

**MULTICOMMODITY FLOW APPROXIMATION SCHEME** 449

**MULTICOMMODITY FLOW PROBLEM** 444, 445, 447

multicut 133, 138

multigraph 14

multiplication 349

**MULTIPROCESSOR SCHEDULING PROBLEM** 438, 439

near-perfect matching 221, 224

nearest neighbour heuristic 502

negative circuit 148, 150

neighbour 13, 14

nested family 21

network 157

network matrix 106, 113

network simplex method 211

**NEXT-FIT ALGORITHM** 427, 428

NF see **NEXT-FIT ALGORITHM**

no-instance 351

node 13

nondeterministic algorithm 353

nonnegative weights 368

nonsaturating push 171

**NP** 352, 353, 372, 398

**NP**-complete 354, 355, 357

– strongly 369

**NP**-easy 368

**NP**-equivalent 368

**NP**-hard 368

– strongly 369, 422

**O**-notation 4

odd circuit 32, 44

odd cover 31

odd cycle cover 286

odd ear-decomposition 223, 241

odd join 31

Okamura-Seymour Theorem 457, 462

one-sided error 353

one-way cut-incidence matrix 105, 106, 113

online algorithms 430

optimization problem 367

– discrete 367

optimum basic solution 80, 81

optimum solution of an LP 49

optimum solution of an optimization problem 368

oracle 83, 292, 303, 319, 331, 334, 481, 483

oracle algorithm 83, 354, 368

oracle Turing machine 350

orientation 14, 459, 462

**ORLIN’S ALGORITHM** 203–206

out-degree 14

out-of-forest blossom 250

outer blossom 232

outer face 34, 45, 457, 471, 496

outer vertex 230, 232

**P** 351

Padberg-Rao Theorem 282

parallel edges 13

partially ordered set 238

**PARTITION** 365, 369

partitionable 313, 319

Patching Lemma 509, 510

path 16

– undirected 18

**PATH ENUMERATION ALGORITHM** 3, 5

**PCP** Theorem 398, 399

**PCP**(log n, 1) 398

perfect b-matching 271, 275

perfect graph 386, 387, 409

perfect matching 215, 217, 218, 221, 222, see **MINIMUM WEIGHT PERFECT MATCHING PROBLEM**, 264

perfect matching polytope 264, 267, 269, 281

perfect simple 2-matching 271, 285, 522, 529

performance ratio 377

permanent of a matrix 240

permutation 1, 3, 66

permutation matrix 240, 247

Petersen graph 490

**Pivot** 563

pivot rule 54

planar dual graph 40–42, 286, 300

planar embedding 33, 40, 45

planar graph 33, 40, 46, 300, 301

plant location problem 537

Platonic graphs 45

Platonic solids 45

**PLS** 531

point 13

pointed polyhedron 52

polar 87, 90

polygon 33, 506

polygonal arc 33

polyhedral combinatorics 61
polyhedral cone 52, 53, 60, 92, 93, 112
polyhedron 8, 50
– bounded 81
– full-dimensional 50, 81
– integral 97–99, 101, 374
– rational 50
polyhedron of blocking type 318
polymatroid 327, 331, 332, 339
Polymatroid Greedy Algorithm 327, 328, 331, 332, 339
polytomath intersection theorem 328
PolyMATROID MATCHING PROBLEM 340
polynomial reduction 354, 368
polynomial transformation 354
polynomial-time algorithm 6, 345, 349
polynomial-time Turing machine 345, 349
polynomially equivalent oracles 304, 319
polynomially equivalent problems 368
polytope 50, 60, 61
portal (Euclidean TSP) 508
post 238
power set 15
predecessor 43
– direct 43
preflow 184
– s-t- 168
PrIM’S ALGORITHM 122, 123, 125, 137, 325, 472
primal complementary slackness conditions 58
primal-dual algorithm 248, 315, 448, 485
PRIMAL-DUAL ALGORITHM FOR NETWORK DESIGN 483, 485, 489, 497
primal LP 57
primal-dual algorithm 541
PRIME 367
printed circuit boards 1
priority queue 123
probabilistic method 393
probabilistically checkable proof (PCP) 398
problem
– decision 350, 351
– optimization 367
program evaluation and review technique (PERT) 182
proper alternating walk 515, 516
proper closed alternating walk 515
proper ear-decomposition 29
proper function 479–481
pseudopolynomial algorithm 369, 419, 420, 426, 438
PTAS see approximation scheme
PUsh 169, 171
push
– nonsaturating 171
– saturating 171
PUsh-RELABEL ALGORITHM 169, 171, 172, 184, 211
quickest transshipment problem 208
r-cut 18
radix sorting 12
RAM machine 349, 371
randomized algorithm 125, 185, 219, 352, 353, 393, 395
randomized rounding 395, 461
rank function 291, 296
– lower 294
rank of a matrix 50, 71
rank oracle 304
rank quotient 294, 295, 318
rate of flow 207
rate of growth 4
rational polyhedron 50
reachable 16
realizable demand edge 446
realizing path 164
recursive algorithms 9
recursive function 346
reduced cost 147
region (Euclidean TSP) 508
regular expression 7
RELABEL 169, 170
relative performance guarantees 377
representable matroid 294, 318
residual capacity 159
residual graph 159
RESTRICTED HAMILTONIAN CIRCUIT 517
restriction of a problem 369
reverse edge 159
ROBINS-ZELIKOVSKY ALGORITHM 476, 478
root 18, 43, 230
running time 6
running time of graph algorithms 25
s-t-cut 18, 159, 161, 182, 483
s-t-flow 157, 160, 161
s-t-flow over time 207
s-t-path 304
s-t-preflow 168
SATISFIABILITY 355
satisfiable 355
<table>
<thead>
<tr>
<th>Subject Index 595</th>
</tr>
</thead>
<tbody>
<tr>
<td>satisfied clause 355</td>
</tr>
<tr>
<td>satisfying edge set (network design) 482</td>
</tr>
<tr>
<td>saturating push 171</td>
</tr>
<tr>
<td>scalar product 49</td>
</tr>
<tr>
<td>scaling technique 168, 201, 210</td>
</tr>
<tr>
<td>scheduling 423</td>
</tr>
<tr>
<td>scheduling problem 439</td>
</tr>
<tr>
<td>Schrijver’s Algorithm 334, 335</td>
</tr>
<tr>
<td>Selection Problem 416, 417</td>
</tr>
<tr>
<td>semidefinite programming 65</td>
</tr>
<tr>
<td>separating edge set 18</td>
</tr>
<tr>
<td>separating hyperplane 60, 82</td>
</tr>
<tr>
<td>separation oracle 83, 87</td>
</tr>
<tr>
<td>Separation Problem 83, 86, 88, 281, 282, 331, 332, 435, 447, 448, 455, 480, 481, 495, 522, 524</td>
</tr>
<tr>
<td>separator 263</td>
</tr>
<tr>
<td>series-parallel graphs 44</td>
</tr>
<tr>
<td>service cost 539</td>
</tr>
<tr>
<td>set cover 378, see Minimum Set Cover Problem, see Minimum Weight Set Cover Problem</td>
</tr>
<tr>
<td>Set Packing Problem 410</td>
</tr>
<tr>
<td>set system 21</td>
</tr>
<tr>
<td>shifted grid (Euclidean TSP) 507</td>
</tr>
<tr>
<td>Shmoys-Tardos-Aardal Algorithm 540</td>
</tr>
<tr>
<td>Shortest Path 373</td>
</tr>
<tr>
<td>shortest path 26</td>
</tr>
<tr>
<td>Shortest Path Problem 143, 145, 146, 276, 278, 292, 448</td>
</tr>
<tr>
<td>shrinking 14</td>
</tr>
<tr>
<td>sign of a permutation 66</td>
</tr>
<tr>
<td>simple $b$-matching 271</td>
</tr>
<tr>
<td>simple graph 13</td>
</tr>
<tr>
<td>simple Jordan curve 33</td>
</tr>
<tr>
<td>Simplex Algorithm 53–57, 65, 71, 82, 432, 448, 519</td>
</tr>
<tr>
<td>simplicial order 185</td>
</tr>
<tr>
<td>singleton 14</td>
</tr>
<tr>
<td>sink 157, 191</td>
</tr>
<tr>
<td>skew-symmetric 218</td>
</tr>
<tr>
<td>solution of an optimization problem</td>
</tr>
<tr>
<td>– feasible 50, 368</td>
</tr>
<tr>
<td>– optimum 368</td>
</tr>
<tr>
<td>sorting 9, 11, 12</td>
</tr>
<tr>
<td>source 157, 191</td>
</tr>
<tr>
<td>spanning subgraph 14</td>
</tr>
<tr>
<td>spanning tree 18, 43, 119, see Minimum Spanning Tree Problem, 133, 136, 301, 373, 525</td>
</tr>
<tr>
<td>spanning tree polytope 129, 131, 138</td>
</tr>
<tr>
<td>spanning tree solution 211</td>
</tr>
<tr>
<td>sparse graph 25</td>
</tr>
<tr>
<td>special blossom forest 232, 233, 339</td>
</tr>
<tr>
<td>Sperner’s Lemma 239</td>
</tr>
<tr>
<td>Stable Set 358, 373</td>
</tr>
<tr>
<td>stable set 15, 16, 238, see Maximum Weight Stable Set Problem, see Maximum Stable Set Problem</td>
</tr>
<tr>
<td>stable set polytope 387</td>
</tr>
<tr>
<td>standard embedding 40</td>
</tr>
<tr>
<td>star 17, 564</td>
</tr>
<tr>
<td>Steiner points 467, 495</td>
</tr>
<tr>
<td>Steiner ratio 472, 473</td>
</tr>
<tr>
<td>Steiner tour 509</td>
</tr>
<tr>
<td>– light 509</td>
</tr>
<tr>
<td>Steiner tree see Steiner Tree Problem, 467, 471, 472</td>
</tr>
<tr>
<td>Steiner Tree Problem 293, 468–472, 476, 478, 495</td>
</tr>
<tr>
<td>Stirling’s formula 3</td>
</tr>
<tr>
<td>strong perfect graph theorem 386</td>
</tr>
<tr>
<td>strongly connected component 19, 27–29</td>
</tr>
<tr>
<td>Strongly Connected Component Algorithm 27–29, 483</td>
</tr>
<tr>
<td>strongly connected digraph 19, 44, 46, 461, 462</td>
</tr>
<tr>
<td>strongly connected graph 454</td>
</tr>
<tr>
<td>strongly $k$-edge-connected graph 183, 462</td>
</tr>
<tr>
<td>strongly NP-complete 369</td>
</tr>
<tr>
<td>strongly NP-hard 369, 422</td>
</tr>
<tr>
<td>strongly polynomial-time algorithm 6, 82</td>
</tr>
<tr>
<td>subdeterminant 92</td>
</tr>
<tr>
<td>subdivision 44, 45</td>
</tr>
<tr>
<td>subgradient optimization 111, 526</td>
</tr>
<tr>
<td>subgraph 14</td>
</tr>
<tr>
<td>– induced 14</td>
</tr>
<tr>
<td>– $k$-edge-connected 478</td>
</tr>
<tr>
<td>– spanning 14</td>
</tr>
<tr>
<td>subgraph degree polytope 286</td>
</tr>
<tr>
<td>submodular flow 340, 341</td>
</tr>
<tr>
<td>Submodular Flow Problem 340, 341</td>
</tr>
<tr>
<td>submodular function 15, 181, 296, 327, 328, 330–332, 340</td>
</tr>
<tr>
<td>Submodular Function Minimization Problem 331–334, 336</td>
</tr>
<tr>
<td>Subset-Sum 364, 369</td>
</tr>
<tr>
<td>subtour inequalities 521, 522, 529</td>
</tr>
<tr>
<td>subtour polytope 521, 526</td>
</tr>
<tr>
<td>Successive Shortest Path Algorithm 199, 200, 246</td>
</tr>
<tr>
<td>successor 43</td>
</tr>
<tr>
<td>– direct 43</td>
</tr>
<tr>
<td>sum of matroids 313</td>
</tr>
</tbody>
</table>
subject index

supermodular function 15, 330
– weakly 479, 491, 492
supply 191
supply edge 164, 443
supporting hyperplane 50
Survivable Network Design Problem 467, 479, 485, 489, 495–497
symmetric submodular function 337, 338
system of distinct representatives 239
system of linear equations 71

T-cut 279, see Minimum Capacity T-Cut Problem, 288
T-join 276, see Minimum Weight T-Join Problem, 279, 287, 303
T-join polyhedron 280
TDI-system 99–101, 103, 113, 131, 266, 267, 328, 341, 409, 463
terminal (Disjoint Paths Problem) 164
terminal (Steiner tree) 467
test set 94
theta-function 388
Θ-notation 4
tight edge (weighted matching) 248, 260
tight set (network design) 490
time complexity 6
time-expanded network 212
tooth 524
topological order 20, 28, 29, 483
total dual integrality 306
totally dual integral system see TDI-system
totally unimodular matrix 101–106, 161
tour 16, 521
tournament 44
transportation problem 192
transshipment problem 192
transversal 318, 319
traveling salesman polytope 519, 525
Traveling Salesman Problem (TSP) 292, 370, 501, 513, 515, 517, 518, 526, 528, 529
tree 17, 24, 325
tree-decomposition 44, 457
tree-representation 22, 105, 250, 487, 492
tree-width 44, 462
TreePath 252, 260
triangle inequality 154, 471, 495, 502, 530
truth assignment 355
TSP see Traveling Salesman Problem
TSP Facets 525
Turing machine 343–346
Turing reduction 354

Tutte condition 221, 222
Tutte matrix 218
Tutte set 222
Tutte’s Theorem 221, 222, 241
Two-Commodity Flow Theorem 463
two-tape Turing machine 346, 348
two-way cut-incidence matrix 105, 106, 113

unbounded face 34
unbounded LP 49, 58, 59
Uncapacitated Facility Location Problem 115, 538–540, 542, 544, 550
undecidable problem 371
underlying undirected graph 14
Undirected Chinese Postman Problem 276, 286
undirected circuit 18–20
undirected cut 18–20
undirected graph 13
Undirected Minimum Mean Cycle Problem 287
Undirected Multicommodity Flow Problem 444, 463
undirected path 18
uniform matroid 294, 318
unimodular matrix 96, 113
unimodular transformation 96, 113
union of matroids 313
Universal Facility Location Problem 559, 567
Update 254

value of an s-t-flow 157
vector matroid 294
vertex 13
vertex-colouring 383, 385, 388
Vertex-Colouring Problem 383, 385, 386, 388
vertex-connectivity 29, 181, 185
Vertex Cover 359, 360
vertex cover 15, 216, 326, see Minimum Weight Vertex Cover Problem, see Minimum Vertex Cover Problem
vertex-disjoint paths 162
Vertex-Disjoint Paths Problem 462
– Directed 163, 462
– Undirected 163, 457, 461, 462
vertex of a polyhedron 50, 52, 56, 61, 63
violated vertex set (network design) 482
Vizing’s Theorem 384, 385, 390
VLSI-design 154, 469
Voronoi diagram 137
walk 16
  – closed 16
warehouse location problem 537
weak duality 54
Weak Optimization Problem 83, 84, 86, 435
weak perfect graph theorem 386
weak separation oracle 83
Weak Separation Problem 83, 84, 435, 436
weakly supermodular function 479, 491, 492
weight 368
Weighted Matching Algorithm 254, 260, 262–265, 268, 275, 278, 279, 285
Weighted Matroid Intersection Algorithm 315, 316, 319, 340
Weighted Matroid Intersection Problem 314–316
weighted median 416
Weighted Median Algorithm 417
Weighted Median Problem 416
well-rounded Euclidean TSP instance 506, 507
word 344
worst-case running time 6
yes-instance 351